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Abstract

Molecular modelling has become a well-established tool for studying biological

molecules, moreover with the prospect of being useful for drug development.

The thesis summarises research on the methodological advances in the treat-

ment of molecular flexibility and intermolecular interactions. Altogether, seven

original publications are accompanied by a text which aims to provide a gen-

eral introduction to the topic as well as to emphasise some consequences of

the computer-aided drug design.

The molecular flexibility is tackled by a study of a drug–DNA interaction and

also by an investigation of small drug molecules in the context of implicit sol-

vent models. The approaches which neglect the conformational freedom are

probed and compared with experiment in order to suggest later, how to cope

with such a freedom if inevitable. The noncovalent interactions involving halo-

gen atoms and their importance for drug development are briefly introduced.

Finally, a model for a faithful description of halogen bonds in the framework

of molecular mechanics is developed and its performance and limits are tested

by a comparison with benchmark ab initio calculations and experimental data.





Abstrakt

Molekulové modelování představuje etablovaný nástroj vědeckého výzkumu a

nachází stále větší uplatnění i při návrhu léčiv. Disertační práce shrnuje výzkum

počítačových metod pro popis flexibility molekul a mezimolekulových inter-

akcí. Práce obsahuje sedm původních publikací a doprovodný text, jež si klade

za cíl, uvést čtenáře do problematiky molekulových simulací a vysvětlit souvis-

losti s počítačovým návrhem léčiv.

Část o molekulové flexibilitě zahrnuje studii interakcí malé molekuly s DNA,

a dále dvě studie o významu konformačních změn pro solvatační energie

malých molekul. Přístup, jež flexibilitu molekul zcela zanedbává a molekuly

považuje za rigidní objekty, je detailně zkoumán a srovnávám s experimen-

tálními daty s ambicí navrhnout možnosti, jak konformační volnost molekul

do výpočtů zahrnout v případech, kdy je to nevyhnutelné. V druhé části jsou

představeny mezimolekulové interakce halogenovaných molekul a je zdůraz-

něna jejich role v medicinální chemii. Následně je zaveden nový počítačový

model, jež umožňuje zjednodušený popis těchto interakcí; jeho kvalita a limity

jsou testovány porovnáním výpočtů s referenčními ab initio a experimentálními

údaji.
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Preface

Computers surround our lives everywhere and it has become virtually impos-

sible to avoid them completely, no matter how legitimate this ambition may

be. In science, computers play several important roles. They control the action

of scientific devices, ranging from small pocket calculators reaching to such

complex facilities as Large Hadron Collider. In various scientific fields, how-

ever, computers do not serve as an operating component but rather as a source

of scientific results. Computer simulations have been shown to provide valu-

able results which complement well the knowledge gained from other (e. g. ex-

perimental) sources.

In the past few years which I have spent at the Institute of Organic Chemistry

and Biochemistry of the Academy of Sciences of the Czech Republic, I have had

a chance to discover the computer simulations of the field, lying on the edge

of theoretical chemistry, physical chemistry, biophysics and biology, and sharing

the interest in biomolecules. By means of molecular simulations, I have been

trying to answer the questions of pharmaceutical chemists, which can lead

to more advanced drug development in the (hopefully near) future.

The thesis, which was formally prepared at Charles University in Prague

in 2009–2013, aims to summarise seven publications. Six of the publications

are either already published or in various stages of the publishing process

in world-class peer-reviewed journals, and one presents some of the results

in a popular Czech scientific journal. The thesis introduces some consequences

which were difficult to present in the publications, while providing some de-

tails of particular outcomes of the publications.

The thesis is organised as follows: The first chapter connects the worlds

of computer simulations and the pharmaceutical industry and answers the ques-

tion of “why to do so?”. Molecular modelling is briefly introduced with an em-
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phasis on the historical context and drug development. The main advantages

and shortcomings of the computer modelling of drugs are provided outlying

several problems which I have faced. Next, the aims of the thesis are estab-

lished. The second chapter explains classical molecular dynamics simulations

as they represent the major tool used in this work. Several methods are men-

tioned in further detail, again to provide the reader with better insight into

the publications. The third and fourth chapters present the publications, and

finally the fifth chapter summarises the work and brings an outlook for the

future.

During my work I spent most of the time in the Prague group of Prof. Pavel

Hobza. I express my deep gratitude to him, not only for his supervision of my

Ph.D. work but also for his personal approach. I can clearly recollect several

situations of desperation of mine, where he used all the means possible to show

me the right direction. Thanks to him, I also found the courage to travel across

Asia by train, which interestingly affected my scientific career.

I thank the people from “Kaňon” who ha led me through the everyday trou-

bles and shared the space and time with me there. Namely I thank Robo,

Adam, Jindra, Martin L., Jirka V., Susanta, Martin B., Filip, Tomáš and many

others. Especially, I am grateful to Tom K., who managed to pass a great deal

of his knowledge before he left for Germany. Also I thank Jirka P., who was

the only person with the Password and the Key all the time.

I thank Tros Pedros: Cigi, Houser and Slavíček; Tom, HV and Zuzka, Lumec

and Marodkář, who have been involved in the Chemistry Olympiad and in the

extraordinary event held every year in Běstvina for the exceptional motivation

and for the unceasing source of ideas. The science in their hands appears to be

a joy. I also thank Bronka, Tom and Javier, with whom I have had a great

opportunity to collaborate on international scientific projects. I am grateful to

Bronka and Tom for valuable comments on the thesis as well as to Mrs. Miller

for language proofreading.

Finally with special care, many thanks go to my family and friends who

have experienced science from the common man’s side. I thank Romana, Nina

Marie, Zuzanka and my parents for the tolerance they have had and for the sup-

port they have provided me. Vřelé díky!
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1

Introduction and the State of the Art

It would be naive to view the effort of the pharmaceutical companies as the

genuine will to save human lives and increase their quality. Sadly, in agreement

with the recent trend in the world in general, also in drug development by far

the most eminent role is played by economic factors. How to earn quickly a lot

of money may be the holy grail of any business; unfortunately, the development

of a new drug does not fit these criteria at all. It is very time-consuming and

costly!

1.1 COMPUTERS IN SCIENCE

The average time needed to introduce a new drug on the market ranges from 7

to 12 years and the development of a drug may consume as much as

$ 2 milliard [1]. Evidently, the efforts are to save the resources by any means.

The enormous costs rise from the fact that the company has to know literally

everything about the drug before it can make the drug available for the mar-

ket. In short, the structure and physico-chemical properties of the compound

must be identified, and both the targeted biomolecule and the way in which

the drug reaches the target must be known. Moreover, it is necessary to dis-

cover what happens with the drug after the work is done. These properties are

often known as ADMET (absorption, distribution, metabolism, excretion, tox-

icity). To emphasise the expenses, one has to realise that as claimed only one

of 40,000 drug candidates tested on animals proceeds further [2].

3



1.2. HISTORICAL CONTEXT

In various pre-clinical phases (earlier first tried on humans) the computers

may show their benefits. They are essentially faster, cheaper, and in some

sense more “green” (less wasteful) when compared to traditional in vitro and

in vivo screenings; it is therefore no coincidence that computer simulations

and theoretical models have become a valuable source of scientific results.

The ever-increasing power of computers has so far obeyed the Moore’s law

[3], which puts stress on scientist and software developers to keep up with

hardware progress.

For instance, when I started my Ph.D. studies, a computer called Roadrun-

ner, located in Los Alamos, USA, was the most powerful computer accord-

ing to the top500.org ratings with its peak performance about 1.0 PFlop/s
achieved by about 130,000 cores. In the last ratings published in November

2012 by the same organisation, the Roadrunner computer reached the 22nd po-

sition, with the winner – the Titan Cray XK7 computer from the Oak Ridge Na-

tional Laboratory, USA – performing more than 17 times faster (17.6 PFlop/s
with 561 thousand cores).1 Such extended computing systems require innova-1The performance is measured

by the LINPACK benchmark suite

written by Jack J. Dongarra
tive algorithms to solve numerical problems.

Actually, as stated by Dirac in 1929 [4] and frequently repeated ever since,

“The underlying physical laws necessary for the mathematical theory of a large

part of physics and the whole of chemistry are thus completely known. . .” Dirac

also admitted that the description of the reality leads us to the equations too

complicated to be solved. It must be added – equations too complicated be

solved in a reasonable time, because it is the question of patience rather than ca-

pabilities.2 Consequently, some approximations are commonly applied to accel-2In principle, one could obtain

highly accurate data

on drug–target interactions from

e. g. quantum mechanics, but this

can easily take hundreds of years

even on such extensive computers

which are available today. And

honestly, no one can afford to

wait so long.

erate the calculations into accessible time scales. These approximations shape

the research in the fields of computational chemistry or computer-aided drug

design (CADD).

It is fair to say that the above-mentioned computers would be too expensive

even for pharmaceutical companies; nevertheless, the motivation to use faster

and more powerful computers is absolutely apparent. Especially for biological

and chemical problems in drug development, a wide range of computational

approaches have emerged, differing in the extent of the approximations they

adopt and in computational demands. A few of them related to the thesis are

discussed in the following sections.

1.2 HISTORICAL CONTEXT

When the trial-and-error approach became inefficient with the increasing num-

ber of identified diseases and their possible complexity, drugs started to de-

signed in a way which is now called knowledge-based [2, 5, 6]. The new drugs

are intentionally designed after their structural features and the mechanism

4



1.2. HISTORICAL CONTEXT

of their activity have been understood.

It is accepted that most drugs exert their activity by a fairly specific bind-

ing to their biological targets. Such a target can be an intracellular protein

[7, 8], a piece of nucleic acid [9, 10], a transmembrane receptor [11, 12]
or channel [13, 14]. On the other hand, drug-related side effects are caused

by off-target binding, and a certain level of drug promiscuity must be expected.

In some applications though, the multi-target binding features can be exploited

intentionally.[15] In the course of this thesis, I will focus on single-target–

ligand applications. This area is typical for CADD although it has contributed

also to other areas, such as predictive toxicology [16, 17] or the analysis

of drug adsorption [18, 19].

Over time two major lines of CADD have formed. The first one is a virtual

screening of compounds which is a computational analogy to high-throughput

screening. In virtual screening, the existing compounds are computationally

tested for their affinity to particular targets [20, 21]. Since the databases con-

tain millions of such compounds, there is a valid expectation that some of them

might be active; the role of CADD is to select the best ones. The second is

de novo design, where new chemical scaffolds are suggested and tested for the

activity by computational algorithms [22].

Once a promising candidate or a group of candidates (so-called lead com-

pounds) is identified, further optimisation of their chemical structures is done

either in computers or experimentally. This lead optimisation aims to increase

affinity. The exact workflow of the lead generation and optimisation is likely

to differ between the companies and academic organisations and it belongs

to their confidential property.

Vast majority of drugs exert their activity via noncovalent binding to their

targets [23, 24]. The noncovalent interactions play a central and essential role

in the living organisms in general. They are weak but numerous, thus effec-

tively strong enough to maintain the structure and function of biomolecules,

but their weakness makes it possible to adapt the structure and function to the

external stress at a low energy cost. Among others, hydrogen bonding and

stacking interactions have been emphasised for the biomolecular functionality.

Favourably, a theoretical description of noncovalent interactions seems to be

based on a solid ground with the pioneering work done already in the early

1970s [25–27], however as described in the following chapters, there is still

some space for improvement.

A typical research case in the context of rational drug development is a non-

covalent ligand-enzyme interaction. Ligand binding affects the enzyme func-

tion and it is assumed that there exists a direct relation between the drug

binding affinity, which is a local microscopic phenomenon, and the observed

therapeutic effect, i. e. the macroscopic manifestations of the changes appear-
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1.3. FREE ENERGY

Figure 1.1: Lock-and-key model of drug–target interactions. The enzyme in blue repre-

sents the lock. The drug (red key) must match the lock. Each of the dotted black lines

stands for a noncovalent interaction (e. g. hydrogen bond or stacking contact).

ing on a biomolecular scale.

Drug binding is often compared to a lock-and-key model (Figure 1.2. The tar-

get (enzyme) with the unique active site is represented by the lock, and the de-

sired drug is the key which must match the lock to be active. The favourable

interaction is ensured by particular kinds of noncovalent interactions, each

of which can be viewed as the lock pin. These interactions contribute to the bind-

ing free energy.

1.3 FREE ENERGY

The binding free energy is the physical quantity describing binding affinity and

it is the appropriate subject of CADD calculations. The statistical thermody-

namics [28] provides a formula interrelating the free energy A with the parti-

tion function Z (Equation 1.1)

A =−kB T ln Z (1.1)

where the partition function Z for the classical continuum spaces of positions

~x and momenta ~p is defined as

Z =
1

N !h3N

∫

e−
H

kB T d~x d~p (1.2)

where N stands for the number of particles, H is the classical Hamiltonian, T

is the temperature, h is the Planck’s constant and kB is the Boltzmann constant.

From the above two expressions it is possible to derive an instructive formula

for the free energy change, which was first done by Zwanzig almost 60 years

ago [29].

∆AI→F =−kB T ln


e−
EF−EI

kB T

·

(1.3)
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1.4. APPROXIMATIONS

∆AI→F stands for the free energy change between two states, denoted as I (ini-

tial) and F (final), at the temperature T . E is the total energy of the state, and

the angle brackets represent the statistical ensemble average. The Zwanzig for-

mula unravels two aspects of the free energy calculations: the need for an en-

ergy calculation and an ensemble sampling. Both tend to follow the undesir-

able rule in computational chemistry – better accuracy is more computationally

intensive. The ensemble sampling consists of many energy calculations, thus

more accurate energies we have, less extensive sampling we can afford (see

below).

The Zwanzig formula is fundamentally exact for any chemical/physical

change between the initial and final states; on the other hand, it requires

correct ensemble sampling and accurate energies as the input for it to yield

a reliable output. The beauty of the Zwanzig formula is that it becomes clear

from it, where to save computational time, either in energy calculations or

in the ensemble sampling.

1.4 APPROXIMATIONS

A number of strategies have been developed to estimate drug potency even

without explicitly calculating the binding free energy. A large group of ap-

proaches completely neglects the structural information on the target, which

makes them extremely efficient, but of a very limited value in terms of ex-

plaining the prospective drug’s mechanism on the molecular level. The quality

of the drug candidate is determined on the basis of its physical and chemical

properties based on their similarity with the compounds whose activity and

properties are known. These ligand-based approaches are collectively called

Structure-Activity Relationship (SAR) [30–32]. Conversely, the similarity is

difficult to estimate and the comparison with the empirical reference data set

does not provide sufficient physical insight.

1.4.1 CONFORMATIONAL SAMPLING

The structure-based approaches, where the target information is the central

aspect in the calculations, maintain the physical description of drug–target in-

teractions. The interacting complex may be described at various levels of de-

tail. In fact, the atomistic structure of the target may be the keystone and

the only prerequisite needed for the calculations. More than 75,000 structures

of biomolecules have been determined and stored in the Protein Data Bank

(pdb.org), mostly by X-ray crystallography or Nuclear Magnetic Resonance

(NMR) experiments. The natural form of the X-ray diffraction experiments

provides a single geometry of the target – the time average of the dynamical

ensemble occurring in the crystal. The dynamical feature of the biomolecules

7



1.4. APPROXIMATIONS

is largely omitted and included only in the form of the B-factors of the atoms.33The higher B-factor the atom

has, the more mobile it appears. This is the source of the standard approximation which neglects the dynami-

cal behaviour of the drug–target complex. The approximation is called single-

conformation approach, here. Another option to reduce the ensemble-sampling

demands is to consider only some of the most important conformations. Then

the questions become what criteria should be used for the selection of the con-

formations and how to analyse the selected conformations.

It is likely that the single-conformation approach may also arise from the ex-

perience acquired in quantum mechanics (QM) frequently relying on the Born-

Oppenheimer approximation (BOA) [33]. The BOA claims that the electronic

degrees of freedom can be separated well from the nuclei degrees of freedom

in a molecule. The electronic energy calculations are notably simplified when

BOA is adopted. To be critical, the application of the BOA, i. e. the calculation

of the electronic energies and derived properties for a single spatial arrange-

ment of atoms, supported in the community of computational chemists the idea

of using the single conformation also for other kinds of calculations, where this

concept is not directly related to the BOA and is, hence, much less justified.

In majority of CADD calculations the BOA holds true, indeed, but the reasons

why to consider only single conformations are likely to be different.

The single-conformation approximation seems to be relevant to small mole-

cules, where the ensemble of conformations can be sufficiently replaced by a sin-

gle representative,4 but the use of single conformations for biomolecular cal-4Since the benzene molecule does

not seem to deform dramatically

upon temperature fluctuations or

phase transitions, one static D6h

geometry is sufficient.

culations might be questioned. For virtual screening, the single conformation

of the target biomolecule is used almost exclusively [34]. However, as noted

by Schneider [35], “Dynamical description of the molecules will still have to re-

place our predominantly static view of both targets and ligands.”

This has already begun to happen, yet on a small scale. It appears that

all the necessary algorithms were developed in the past but the computa-

tional power has made it possible to apply them only recently. For instance,

rather standard old-fashioned molecular dynamics simulations were used to es-

timate ligand-binding affinities including the conformational sampling of the

ligand–target complex [36]. It was demonstrated that the method is particu-

larly useful for the lead optimisation. More recently, Stelzer et al. [37] have

performed a successful virtual screening against the ensemble of RNA confor-

mations. The conformational ensemble was however prepared by using not

only the computational techniques but NMR as well. This thesis is an indirect

proof that the number of studies on conformational ensembles increases.

8



1.5. FREE ENERGY DECOMPOSITION

1.4.2 ENERGY

The approximations to the energetics of the studied system and the choice

of the way in which the energy is calculated seem to be the main focus in com-

putational chemistry. Generally, it is accepted that the high-level wave func-

tion QM calculations can yield highly accurate energies for chemically relevant

problems with the advantage that the energies can be improved systemati-

cally. The accuracy of the golden standard for the noncovalent interactions –

CCSD(T)5 – is claimed to be below 1 kcal/mol (so-called chemical accuracy) 5The coupled-cluster method with

iterative single- and

double-excitations, and

perturbative triple-excitations

[24]. The scaling of the CCSD(T) method with the system size is unfavourable

as it is of the order of N7, with N being approximately the number of orbitals.

The CCSD(T) interaction energies are thus not suitable for virtual screening

and used more as a reference for lower-level QM methods.

For the energy calculations on biomolecules, in particular in conjunction

with the conformational sampling, the QM methods are still too demand-

ing and an additional simplification is needed. The use of semi-empirical

QM methods (SQM) and the density functional theory (DFT) in biomolecular

calculations has been rapidly growing among others thanks to the accessibil-

ity of parallel algorithms run on supercomputers or graphical processor units

[38, 39].

An even more simplistic method is the molecular mechanical (MM) ap-

proach, where the internal atomic structure is neglected and the atoms are

described as classical objects. The internal energy and intermolecular interac-

tions are described by a set of empirical parameters, i. e. a force-field, derived

either from higher-level calculations or the experimental data. Biomolecular

force fields must be tested and verified to reproduce faithfully experimental

structural and dynamical data and their quality determines the success or fail-

ure of the calculations. Back to the Zwanzig formula, molecular mechanics

seem to be the best suited for the energy calculations there, since they are

fast enough also for extended ensemble sampling. This compromise between

the accuracy of energy calculations and the extent of conformational ensemble

sampling has certain limitations, and this thesis aims to uncover some of them.

1.5 FREE ENERGY DECOMPOSITION

Gibbs free energy change ∆G has two thermodynamic contributions: the en-

thalpy change ∆H and the entropy change ∆S (Equation 1.4). If the change is

demonstrated by the ligand binding, the quantities are classified as the binding

free energy, binding enthalpy and binding entropy.

∆G =∆H − T∆S (1.4)
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The enthalpic part covers the changes in noncovalent binding patterns,

e. g. the number and quality of hydrogen bonds. The favourable noncova-

lent interactions between the ligand and its cognate target are compensated

for by the unfavorable desolvation of the ligand. Once the ligand passes from

the aqueous environment into the hydrophobic cavity of the target, the lig-

and loses the surrounding solvent molecules, which are bound mostly by hy-

drogen bonds. If the noncovalent interactions established upon ligand–target

complexation are strong enough when compared with the noncovalent inter-

actions between the ligand and solvent molecules, then the binding enthalpy

is negative and favours binding.

On the contrary, the entropic part comprises two major contributions:

i) the loss of the conformational freedom of the ligand upon binding and

ii) the release of the solvent molecules bound to the ligand. The former con-

tribution – the conformational entropy [40–42] – is unfavourable. The ligand

tends to maximise its conformational freedom, and this is allowed in the sol-

vent rather than in the target active site. On the other hand, the latter contri-

bution favours binding thanks to the higher mobility of the solvent molecules

when unbound from the ligand [43, 44]. This is true also for the desolva-

tion of the binding cavity inside the target, though not all enzymes have their

binding pockets solvated.

In drug–target binding, the effect of enthalpy-entropy compensation is of-

ten observed [45, 46]. The more tightly the ligand is bound into the active

site, the more entropy it loses by decreasing its flexibility. As reviewed recently

[47], entropy optimisation seems to be easier than the enthalpy optimisation,

thanks to the conformational constraining strategy applied on the molecules.

The structural scaffolds have been design to minimise the conformational free-

dom in the aqueous phase. Consequently upon binding, the relative difference

in the flexibility between the bound and unbound states is minimised.

In computational chemistry and CADD, the binding free energy is often ap-

proximated by a scoring function (e. g. Refs. [20, 34, 48–50]). For virtual

screening, the function must be simple enough to probe millions of compounds

and two classes of scoring functions have been developed. One class includes

the scoring functions which have the form of a sum of various energetic terms,

often representing particular noncovalent interactions. The weight of such

terms might be subject of empirical adjustment to reflect experimental data

better. Another class comprises knowledge-based scoring functions [34, 49].
These scoring functions are constructed by an analysis of existing structures

of drug–target complexes, from which the distance dependent atomic pair-

preferences are extracted.

A particular form of free energy decomposition has become popular in CADD:

the ligand–target binding free energy consists of contributions which reflect dif-
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1.5. FREE ENERGY DECOMPOSITION

Figure 1.2: Phenomenological decomposition of binding process. First, the enzyme

(blue) and the ligand (red) have to be desolvated. Second, they must be deformed

to mach each other. Next, they interact to create a complex and finally, the complex is

solvated back.

ferent phenomena arising from the binding. In an idealised way, the binding

may be viewed as a sequence of several steps. The ligand and the active site

need to be desolvated first. Then the ligand and the active site are deformed

(i. e. conformationally changed) to match, and finally the ligand is inserted into

the active site (Figure 1.5) upon creation of new favourable contacts.

Then the binding free energy contains the interaction energy term, reflecting

the ligand–target interaction, the solvation/desolvation term and a contribu-

tion which stands for the flexibility changes of both the ligand and the target.

Optionally, the energy term covering the deformation may be included.

∆G = interaction+ solvation/desolvation+ flexibility change (1.5)

Perhaps, the most spread method based on such decomposition is abbreviated

as MM/PBSA or MM/GBSA. MM stands for the molecular mechanical treat-

ment of the energies and deformations, and GBSA and PBSA are the solvation

free energy methods [51, 52]. The method also includes some conformational

entropy change (approximated by a quasiharmonic approach or a normal mode

analysis, see bellow), which does not, however, occur in the abbreviated name.

In the group of Prof. Hobza a scoring function based on the single-conforma-

tion approach and SQM energies has been developed over a last couple of years

[53] The energetics are calculated at the PM6-DH2 level [54, 55] and the con-

formational sampling is omitted. This is an example of a scoring function

employing energetics at a better than MM level of theory [56–60]. Because of

the computer demands, this kind of scoring function is not yet suited for virtual

screening, although a considerable effort has been made to overcome the issue

of the speed of computations.

The PM6-DH2 scoring function contains the following terms: the ligand–

target interaction energy, the solvation free energy change upon binding,

11
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the conformational entropy change approximated by either a simplified ap-

proach using rotatable bonds or the vibrational entropy and the deformation

contribution of both the ligand and the target [61].

1.6 AIMS OF THE WORK

The thesis focuses on the issues introduced and briefly characterised in the

previous paragraphs. Namely, the two of them that are addressed include

i) the importance of conformational sampling for the description of biomolecules

and biologically relevant small molecules and ii) the theoretical description

of noncovalent interactions involving halogen atoms, both in the context of com-

puter-aided drug development. The major questions regarding the conforma-

tional ensembles that I have tried to answer are:

– What is the role of flexibility changes upon ligand binding into a DNA

double-helix?

– What is the error magnitude brought by the single-conformation ap-

proach for the flexible ligand hydration free energy?

– How to go beyond the single-conformation approach in solvation free

energy calculations?

These are thoroughly introduced and discussed in Chapter 3. The major ques-

tions that I have attempted to answer with respect to the halogen bonding

are:

– What is the nature of the dihalogen bond in the model complexes ap-

pearing in the crystal phase?

– How to describe halogen bonding at the molecular mechanical level?

– What are the performance and limitations of the MM description of halo-

gen bonding?

– How to apply the MM description of halogen bonds for the prediction

of the ligand–target structures?

The noncovalent interactions involving halogen atoms are introduced and dis-

cussed in detail in Chapter 4. From above mentioned, it may be clear that

the thesis contributes to the field of computer-aided drug development mostly

by methodological advances. Some tools and techniques for CADD are pro-

posed and tested but their direct application to virtual screening or de novo

design of new drugs remain a task for future.
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2

Molecular Dynamics as The Tool

In the following sections the details on the methods used for the computations

are provided. Most of them are focused on the classical molecular dynam-

ics simulations, but other associated techniques are briefly introduced as well.

Special attention is paid to non-standard approaches, which are further devel-

oped in Chapters 3 and 4.

The class of the methods exploring the dynamic behaviour of system is re-

ferred to as molecular dynamics (MD); it was introduced by Alder and Wain-

wright [62]. The form of particle description and the manner in which the time

evolution of the system is tackled are among the principal concerns yielding

a large number of MD flavours. Molecular dynamics simulations have already

been described in detail elsewhere [63–65], so only the parts of the theory

relevant for the attached publications are highlighted here. A valuable source

of implementation details may be the manuals of the MD simulation packages

such as Amber or Gromacs [66, 67].

MD simulations are excellent for free-energy calculations. For CADD the stud-

ied systems are often further simplified, but the concept remains the same.

Performing MD simulations successfully requires the fine tuning of many simu-

lation parameters. The best practice setups differ from task to task, and the op-

timisation of the setup is claimed to be the essential skill of computational

chemists. Unless it is necessary, the details of the simulations are provided

in the attached publications and are not the subject of further explanation
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in this chapter.

For MD simulations, is worth to mention an important assumption – the er-

godic theorem, which states that the statistical time averages are equal to sta-

tistical ensemble averages. It is assumed that for a long enough time, the sys-

tem is able to achieve all possible states, and since MD simulations genuinely

provide the time evolution of the system, the ergodic theorem eventually makes

MD applicable to real-world problems.

2.1 PROPAGATION IN TIME

In the framework of classical MD, the time evolution of the system obeys New-

ton’s law. This makes it possible to use such a method only for the problems

where the classical (i. e. non-quantum) treatment of laws of motions is appro-

priate, which molecular modelling of biomolecules mostly is. The propagation

in time is computationally approached by solving Equation 2.1 numerically.

∂ 2 x

∂ t2 =
F

m
(2.1)

where x stands for the position of particle with mass m, and F is the force

acting on the particle. The time step ∆t has to be chosen as a parameter, and

the unknown positions and momenta in the future, time of ∆t from now, are

calculated from the known positions and momenta either from past (i. e. from

the previous time steps), or from their actual values. The time propagation

proceeds until a desired number of steps is reached.

Upon the numerical propagation the total energy of the system and mo-

menta of atoms may not be conserved precisely. However, this does not seem

to be a problem since there are employed other algorithms, such as for temper-

ature control, which disrupts the energy conservation intentionally, providing

the desired statistical ensemble.

To be able to propagate the positions x and momenta p, the force acting

on each of the particles has to be calculated in each step of the propagation

by Equation 2.2

Fi =−
∂ V

∂ x i
, (2.2)

where V stands for the potential energy. As introduced in Section 1.4, there

is plenty of choice of the level at which the potential energy is calculated.

The choice of the level depends on the kind of the problem, the phenomenon

aimed to described and the available computational power. For biomolecular

simulations in the aqueous environment, the molecular mechanical treatment

of energies is preferred.
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2.2 MOLECULAR MECHANICAL ENERGY CALCULATIONS

At the MM level, the potential energy of a set of particles (atoms and/or

molecules) is calculated by Equations 2.3 to 2.7.

Epot =
∑

bonds

Kr(r − req)
2 + (2.3)

+
∑

angles

Kθ (θ − θeq)
2 + (2.4)

+
∑

dihedrals

Kφ
�

1+ cos(nφ −φeq)
�

+ (2.5)

+
∑

i< j

4εi j





�

σi j

ri j

�12

−
�

σi j

ri j

�6


+ (2.6)

+
∑

i< j

qiq j

ri j
. (2.7)

There are two kinds of contributions: i) the bonded interactions include

the terms characterising bond stretching (Eq. 2.3), angle bending (Eq. 2.4)

and torsional deformations (Eq.2.5), while ii) the nonbonded part includes

Lennard-Jones (LJ) term (Eq. 2.6) and Coulomb electrostatic energy (Eq. 2.7).

Each of the bonded contributions is described by two parameters - the force

constant of bond, angle and the torsional angle (Kr , Kθ , or Kφ) and their equi-

librium value (req, θeq, φeq). For torsional contribution, the multiplicity of

the energy profile may also be included. The Coulomb interaction depends on

interparticle distance ri j and two partial charges, qi and q j , and finally, the LJ

interaction term has two parameters: ε and σ for each pair type.

The form of MM equations directly points to the situations which are not

properly addressed by molecular mechanics. The harmonic potential describ-

ing bonding does not allow the bonds to be broken during the MD simulation.

As a consequence, any simulations of the changes of chemical bonding6 must 6i. e. chemical reactions

employ a higher level for energy determination, usually the semiempirical QM

or density functional theory. Fortunately as mentioned above, the changes

on the biomolecular scale, such as drug-target binding, often employ noncova-

lent bonding, for which Equations ?? to 2.7 provide a suitable description.

The set of the parameters in Equations 2.3 to 2.7 is generally called force

field, and the parameters must be determined for each atom or atom type, an-

gle type etc., separately. Many variants of biomolecular force field have been

developed so far, interestingly many of them a long time ago [68–71]. More

recently, merely (small) correction of existing force files have been appearing

[72–74]. The force fields were designed to reproduce experimental macro-

scopic properties such as densities of simple liquids, vaporisation enthalpies

or dielectric constants, or were adjusted to the higher-level QM data (torsion
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Figure 2.1: Periodic boundary conditions in two dimensions (left) and a 3D simulation

box of water (right).

profiles, dissociation curves etc.).

The pair-wise character of the nonbonded interactions makes it possible

to design efficient algorithms to accelerate the simulations [75]. On the other

hand, the many body effects [76, 77] are either excluded, or included in

the implicit manner by the nonbonded parametrisation. Thus, the intermolec-

ular potentials are denominated as to being effective.

The functional form of the MM energy (Equation 2.3 to 2.7) does not usu-

ally contain any terms representing specific noncovalent interactions, although

this is not the case of all biomolecular force fields. For instance, early versions

of the biomolecular force fields contained an energetic contribution, the pur-

pose of which was a correct description of hydrogen-bonding patterns [68].
Nevertheless, modern force fields are able to describe hydrogen bonding quite

well, only by the combination of LJ and Coulomb interactions. A problem ap-

pears when unusual bonding motives are supposed to be described at the MM

level. This is the case with halogen bonding illustrated in Chapter 4.

2.3 THE SIMULATION BOX

A realistic simulation system of interest in CADD could be composed of a solute

(e. g. a drug-target complex) and a solvent (e. g. ions and water molecules)

(Figure 8). The aim is to approximate the macroscopic view,7 thus the ambition7One mole of water contains

Avogadro’s number of molecules

which is of the order of 1023, and

three times more atoms!

would be to simulate as many particles as possible. The computational expense

of calculation of energy scales with the second power of the number of atoms

N , which is caused by the nonbonded interactions calculated for each pair

(Equations 2.6 and 2.7). For large N ,8 the calculation tends to be unfeasible.8now large means already 105

Consequently, some algorithms have been developed to save computer time.

A clever way of how to follow the bulk-like reality is to apply the periodic

boundary conditions for the computer models (Figure 8), which practically

makes them infinitely large.

The former problems arising from the finite size of the system and its unrealis-
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tic boundaries are now substituted by the artificial periodicity. The periodicity

problem can be partially solved by the sufficient size of the periodic box and by

its proper testing, since some effects (e. g. solvation patterns, ion interactions)

are propagated only to short distances in the condensed phase and, as specified

below, they are counteracted anyway.

Still, there may be too many particles in the periodic box to comprehend all

nonbonded pair interactions in the energy calculation. Nowadays, the num-

ber of the particles in biomolecular simulations may reach several hundreds

of thousands. For such short-range noncovalent interactions as LJ interac-

tion, the cut-off scheme has been shown to be appealing approximation, where

the pair interaction is calculated only for the closest particles, within some

predefined distance from the reference particle.

For Coulomb electrostatic interactions between partial atomic charges some

more advanced treatments have been developed, such as the Particle Mesh

Ewald summation [78, 79] or the reaction field method [80]. The reason

for this was the fact that the simple cut-off approach was demonstrated to be

inaccurate [81–84].

2.4 POINT-CHARGE MODELS

One of the first really successful biomolecular force fields was designed by

Cornell et,al. in 1994 [70], which later gave rise to a whole family of Amber

force fields [70, 72, 85–87]. The success was attributed to the adequate de-

termination of the partial atomic charges which in turn resulted in reasonable

conformational energies so important for the biomolecular applications.

Partial atomic charges are a widely used concept in chemistry and also for the

description of the electrostatic interactions in molecular mechanics, despite

many concerns that have been presented [88–90]; most importantly, there are

no physical observables for partial charges. The question is: how to describe

the delocalised electronic density of a molecule (the reality) by a set of point

charges localised on the atoms (the model)?

One way is to use the electronic density obtained at some QM level to deter-

mine the electrostatic potential (ESP) generated around the molecule of inter-

est (Equation 2.8, in atomic units)

ESP(r) =
NJ
∑

J

ZJ

|r − rJ |
+

∫

ρ
�

r ′
�

|r − r ′|
dr ′ (2.8)

where the sum goes over all nuclei of atomic number Z and the integral covers

the electron density ρ(r) contribution over the entire space. This is usually

done for a discrete grid of points surrounding the molecule with the shortest

distance of the atomic centre being its van der Waals (vdW) atomic radius.
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Then the atomic charges are the subject of least-square fitting to repro-

duce the ESP grid values [91, 92]. The fit is performed in such a way that

the net charge of the molecule is preserved. The quality which is minimised is

the square difference between QM ESP V (QM) and ESP generated by the trial

MM charges V (M M) (Equation 2.9)

l2 =
N
∑

i

�

Vi (QM)− Vi (MM)
�2 (2.9)

where the summation is taken over all grid points i and the trial ESP for each

grid point i is calculated from the point charges j according to Equation 2.10.

Vi (MM) =
∑

j

q j

ri j
(2.10)

where ri j is the distance between a point charge and an ESP grid point. The min-

imisation is carried out until the convergence criteria (e. g. the energy differ-

ence between l2 of two consecutive steps) are reached. As the initial guess

charges, the Mulliken charges [93] based on QM Hatree-Fock (HF) [94–97] or

some SQM method are used.

In the early work of Momany [91], the experimental molecular dipole mo-

ment was included into the fitting scheme. Without such correction, the result-

ing charges tended to represent rather the QM dipole moments, which differ

from the experimental ones notably, at the QM level used at that time.9 This9The QM dipole moments were

calculated from the Mulliken

charges derived at the HF level

with the minimal basis set.

was, however, not the only problem with the ESP fitting. It was found that

the ESP charges were too conformationally dependent, which was more pro-

nounced especially for the buried atoms such as sp3 carbon, causing the low

transferability of the ESP charges between the same fragments on different

molecules. Although the intermolecular interactions seemed to be well re-

flected by the ESP charges, they were not well suited for the intramolecular

interactions. Luckily, this deficiency was overcome by Bayly et al. [98] who

introduced restricted electrostatic potential (RESP) fitting. In their work they

admitted “Time will tell whether this approach is the best for deriving effective

two-body potentials, but the consistent use of ESP charges for any molecule

or fragment. . . offers a most promising approach to biomolecular simulations

which is easily generalisable and aesthetically pleasing and consistent.”

The essence of RESP is the penalty function aiming at restraining the non-

hydrogen charges to a targeted set of charges. The subject of minimisation

now has two contributions (Equation 2.11):

l2 = l2
ESP + l2

PEN (2.11)

The first term equals Equation 2.9 and the second term is the penalty function

itself, preferably in the hyperbolic form (Equation 2.12)
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l2
PEN = a

∑

j

�
Æ

q2
j + b2 − b

�

(2.12)

where a and b are the parameters defining the strength of the penalty. As

the target charges, the zero charges are preferred to the Mulliken ones. Ad-

ditionally, the constraints are included to make sure that e. g. methyl hydro-

gens have identical charges (as required by the local symmetry). Undesirably,

the hyperbolic form of the penalty function leads to the iterative solution of

the equations.

Bayly et al. have also provided the best practice setup for determination

of the RESP charges [98, 99]: The HF/6-31G* level of theory used for the

reference ESP grid determination is claimed to yield overpolarised charges,

which are, however, compatible with the popular models of water, TIP3P and

SPC (see below). Well balanced solute-solute and solute-solvent interactions

are thus ensured, despite the lack of explicit polarisation in MM.

The standard RESP fitting is performed in two stages: in first stage all of the

charges are optimised with weak penalty on non-hydrogen atoms, and in the

second stage all the charges are fixed except those in methyl and methylene

groups, which are re-optimised with strong pentalty on non-hydrogen atoms

(e. g. carbons) [99].

The grid of the reference ESP points has to be defined carefully as well. As

stated by Singh and Kollman [92], the grid points located within the vdW ra-

dius of the atoms cause very high variations in the charges. The recommended

grid starts at a distance of 1.4 times the vdW surface of the molecule and

reaches up to the double vdW radius from the atomic centres. The surface

density is normally 1 ESP point per Å2.

Momany [91] also proposed a modification of the weight of those ESP points

which surround the more important part of the molecule. Later, it was pro-

posed [100] that a denser grid may provide better results; the density 1 point/Å2

reflects the best demands/accuracy ratio in the early 1990s. This is how-

ever not valid nowadays. Some further criticism appeared while, for instance,

the non-linearity of the equations and the linear dependencies of the ESP grid

points was questioned. Nevertheless finally, it is worth mentioning Bayly et al.

[98] again: “Although the solution we propose may not be the final answer, we

feel the work here is the major step. . . in making ESP derived charges a gen-

eral and useful way to generate atomic charges for simulations of complex

systems.”10

10It turned out they were actually

right! March 2013, the Web

of Science’s number of citations

of the RESP papers: Bayly et al.

[98] > 2,050, Cornell et al. [99]
> 530 and Cornell et al. [70] >
6,180.

The RESP charges have found a place in the modern biomolecular force

fields of Amber family, which were systematically used also in the studies pre-

sented by the thesis. The force fields of protein and nucleic acids employ

these charges [70, 72, 85–87]. Since biomolecules consist of a small number
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of building-block types (aminoacids, nucleotides), their charges were earlier

derived for the building blocks and have been used ever since.

The situation around the small drug-like molecules is different: the molecules

may consist of many distinct chemical fragments, and it is advantageous to cal-

culated RESP charges for each particular molecule alone. The General Amber

Force Field (GAFF) [101] was designed exactly for this purpose – to provide

intra- and intermolecular interactions compatible with the biomolecular Amber

force fields. This is a truly CADD direction of the RESP application. Currently, it

is possible to calculate RESP charges in automated black-box-like fashion using

e. g. Antechamber [102] or the online R. E. DD. B. tool [103].

2.5 THE SOLVENT

An important part of the simulation box is the solvent. One has to bear in mind

that the solvent often represents the majority of particles for which the force

has to be calculated during the MD. This section presents the ways in which

the computational time attributed to the solvent can be reduced.

2.5.1 RIGID WATER MODELS

The flexibility of the water molecule is usually the first to be neglected in

CADD MD simulations. There have been many atomistic models of water pro-

posed; the most used include the Simple Point Charge (SPC) model [104] and

the Transferable Intermolecular Potential with three interacting sites (TIP3P)

[105].

The water intermolecular interactions are the same as described in Equa-

tions 2.6 and 2.7. The oxygen carries both the negative charge and the Lennard-

Jones attraction and repulsion, whereas both hydrogens carry only the positive

charges of a half magnitude as compared to the oxygen. Thus in both models,

the water appears as a soft sphere with a rigid triangle inside carrying dipole.1111SPC water model with the HOH

angle 109.47◦. The charges and the LJ parameters were adjusted to represent liquid water

properties such as density and vaporisation enthalpy. Further, the quality of

the oxygen-oxygen radial distribution function (rdf) was taken as the criterion.

Unlike the TIP3P, the SPC water correctly shows the second solvation shell peak

in the rdf [106].

The water molecule geometry differs for the models as well. While TIP3P

adopts the experimental bond angle observed in the liquid phase (104.52◦),

SPC water has the ideal tetrahedral shape (109.47◦). The computational time

is saved by the fact that the HO bond lengths as well as the HOH angle are

kept rigid; this allows using large time steps in the MD integration which

in turn makes it possible to reach longer simulation times. If the water model
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Figure 2.2: Explicit solvent model (left) describes each water molecule (in blue-white)

separately, typically employing periodic boundary conditions. On the other hand, im-

plicit solvent models treats water as structure-less continuum, periodic boundary con-

ditions are not used.

is in a special format12, a very efficient implementation of the nonbonded inter- 12It works for three-site models

only, and the atoms of water must

have certain properties and be

in certain order.

action of three-site water models can be used in the Gromacs program package

[75].

The polarisation contribution is missing in the models completely. Thus the

parametrisation to the experimental observables leads to the effective param-

eters inherently including the many-body effects. The demonstration of this,

for example, is the magnitude of the dipole moment µ, which is typically too

large for both three-site models (µ(SPC) = 2.27 D, µ(TIP3P) = 2.35 D) when

compared with the gas-phase experimental value (µ(EXP) = 1.85 D [107]).13 13It is fair to say that

the experimental liquid-state

values is higher than all of the

above mentioned

(µ(EXP) = 2.95 D [108]).

Nonetheless, the rigid three-site models have been shown [109–111] to pro-

vide sufficiently accurate solvation features of biomolecular complexes, in spite

of their extreme simplicity and the crude parametrisation. For other purposes

though, other water models have been developed [112–114].

2.5.2 IMPLICIT SOLVENT MODELS

The macroscopic view on water as the medium of high permittivity could have

been the inspiration for another class of approximations, which neglects the in-

ternal microscopic structure of water at all. The simulation system then con-

tains only the solute surrounded by a continuum of certain permittivity. It is

clear that the number of particles is dramatically reduced, because only the so-

lute atoms are present in the simulation, which leads to a decrease of compu-

tational demands once the continuum solvent contribution is calculated effi-

ciently (Figure 2.5.2).

The fundamental quantity is the solvation free energy, which is the free en-
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ergy needed for the transfer of a particle (atom, ion or molecule) from vacuum

to the solvent. For aqueous environment, the solvation free energy is de-

noted as hydration free energy and can be decomposed into two terms (Equa-

tion 2.13)

∆Gsol =∆Gpol +∆Gnonpol (2.13)

where the former term stands for the electrostatic/polar contribution and the lat-

ter term is the nonpolar contribution. The pioneering work goes back to Born

and Onsager, who derived the solvation free energy of an ion and a dipole

in a spherical cavity in water [115, 116].
The free energy of moving the spherical cavity with a charge q located in its

centre from vacuum to the solvent of relative permittivity ε can be in atomic

units expressed by Equation 2.14.

∆G =
�

1

ε
− 1
�

q2

2a
(2.14)

where a stands for the cavity radius. The Born model is well suited for molecu-

lar mechanics, where it is called the generalised Born (GB) model. The general-

isation lies in modelling a set of charges rather than only a single one. Indeed,

when a set of particles (e. g. a molecule) carrying the partial charge qi and

having the radius ai is inserted into water, the polar part of the solvation free

energy can be calculated by Equation 2.15
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where ri j is the interparticle distance and ai and a j are effective Born radii.

The function f has usually the form of Equation 2.16.
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The function f is well behaved in the sense that it yields the Born formula

(Equation 2.14) in the limit of i = j. The effective Born radii stand for the ef-

fective distance of the charge from the boundary of the molecule with the con-

tinuum solvent and their calculations represent the major issue in the imple-

mentation. It is not far from the truth to say that many of the implementations

of GB model were proposed for all, MM, SQM and QM, methods [117–120].
They differ mostly in subtle details in the functional form for the effective Born

radii determination and in the training set used for the parametrisation.

The effective Born radii apparently depend on the conformation of the mole-

cule. Once the conformation of the molecule changes upon MD simulation,

the effective Born radii must be recalculated. The GB model was implemented
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into the Gromacs package rather late, in version 4.5, which appeared in 2010.

The reason for this lay in the very efficient explicit water implementation avail-

able, thus there was only a small motivation to proceed to GB. Also it was nec-

essary to find a parallelisable algorithm to keep the entire Gromacs package

fast, free and flexible [121].
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3

Conformational Ensembles

This chapter focuses on the first of the two CADD issues particularly studied in

this thesis – the conformational behaviour of molecules. In the next sections,

three publications are briefly presented, highlighting some of their most im-

portant results. One of the publications is under review, two others are already

published; their full texts are available as Appendices B, C and D.

3.1 CONFORMATIONAL ENTROPY

Biomolecules are large particles composed of many (thousands of) atoms, com-

monly dissolved in the aqueous solution inside cells; it is not surprising that

they undergo conformational changes while thermally fluctuating and/or in-

teracting with each other. The more a biomolecule fluctuates, the more entropy

it exhibits, and it may be of interest to know how the entropy is changed upon

a generalised chemical reaction.

Here the attribute generalised, means any reaction where no chemical bonds

are broken or created. As an example it is possible to mention protein folding

or noncovalent binding. As introduced in Section 1.5, conformational freedom

is reflected by conformational (sometimes also referred to as configurational)

entropy. The importance of conformational entropy could be seen in the fact

that such a term completes the phenomenological free energy decomposition,

so popular in the description of drug–target interactions.
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3.1. CONFORMATIONAL ENTROPY

Figure 3.1: The structure of DNA without (left) and with (right) the intercalator (yel-

low). Guanine-cytosine steps are in grey, adenines in blue and thymines in red.

Karplus and Kushik suggested a method for the estimation of the confor-

mational entropy of biomolecules from their covariance matrix in internal co-

ordinates [40], which was further modified to allow using also the Cartesian

coordinates [122, 123]. Using so-called quasi-harmonic approximation, one

is able to calculate the absolute entropies of the biomolecules. Moreover, it

seems to be possible, although not completely rigorously, to trace the origin of

the entropic changes coming from various biomolecular fragments.

We investigated a drug–DNA complex by means of classical MD. The mode

of binding of the drug – the anticancer agent ellipticine – is intercalation (Fig-

ure 3.1) [124, 125]. This binding motif is characterised by an increase of the

distance between two consecutive base-pair steps and a possible local distor-

tion of the sugar-phosphate backbone. There has been an abundance of med-

ically active intercalators identified mostly in connection with cancer [126].
An important role of stacking interactions facilitated by dispersion energy have

been emphasised for intercalators, computationally [127].

We investigated four adenine-thymine rich DNA sequences (Table 3.1), since

there was evidence that an AT step may be slightly preferred as an intercala-

tion site. It should be noted that the binding into another DNA-binding site

– the minor groove – is also given some sequence preference [128]. How-

ever, the small molecule has much easier work when recognising the sequence,

because the molecule usually spans more than 3 base-pair steps in the minor

groove [129, 130].

Our interest was focused on the manifestation of DNA dynamics in terms

of energy/entropy. The MD trajectory was analysed in such a manner that

the atomic coordinates of the DNA were used for the construction of a mass-

weighted covariance matrix, the elements of which are defined by Equation 3.1.
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3.1. CONFORMATIONAL ENTROPY

A 5'-CGATAT(int)ATATCG-3'

B 5'-CGTTAT(int)ATAACG-3'

C 5'-CGTAAT(int)ATTACG-3'

D 5'-CGTATT(int)AATACG-3'

Table 3.1: Four DNA AT-rich sequences with the position of intercalator labeled (int).
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where x stands for the Cartesian coordinate, M is the element of mass matrix

and the angle brackets stand for the ensemble average. The covariance ma-

trix can be transformed into a set of frequencies which stand for the effective

fluctuations of the solute atoms in water and which can be further processed

to provide the absolute entropy (Equations 1 to 5, Appendix B). This analy-

sis was performed separately for the apoDNA, free ellipticine and ellipticine–

DNA complex to obtain the entropy change upon binding. In other words, it

was possible to express the changes in the flexibility of the DNA double helix

in terms of a thermodynamical contribution to the binding free energy.

When the binding free energy of ellipticine into DNA is about 6 kcal/mol

(i. e. the complex is the preferred state over separated molecules) it has been

shown that the configurational entropy contribution can be in the absolute

magnitude several times larger and sequence-dependent. Previously, it was

observed that the minor groove binding causes a decrease of DNA flexibil-

ity [131]; DNA becomes stiffer, which disfavours binding according to the

entropy–enthalpy compensation mentioned in Section 1.5. Contrary to this

result, it was found that the intercalation actually makes the DNA more flexi-

ble, which stabilises the drug–DNA complex.

The major entropic change was located in the DNA backbone, because the set

of nucleobases was rather unaffected by the noncovalent binding. Since the se-

quence D disagreed with the general trends, the MD trajectories were further

analysed and the BI/BII conformational change of the sugar-phosphate back-

bone was uncovered. The magnitude of this change was different for the se-

quence D when compared to the other sequences, which also produced a dif-

ference in conformational entropy changes.

Controversially, the accuracy of the MM description of the DNA backbone

has been addressed [132, 133], and it appears that intensive research will have

to be performed in this direction. Thus, the BI/BII conformational transition

might be updated in future in the context of conformational entropies.

Finally, it became possible to estimate the binding orientation of ellipticine

in the DNA. There had been some concerns about the orientation of the drug
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3.2. CONFORMATIONS IN IMPLICIT SOLVATION

[125, 134]. Under the assumption that the solvation thermodynamics are com-

parable between the DNA sequences as well as between the two binding orien-

tations, we proposed the one with the pyrrole nitrogen oriented into the major

groove (Figure 2, Appendix B) as the more probable.

As the final remark here, it must be pointed out that conformational entropy

is often approximated by vibrational entropy, which reflects the changes in

vibrational characteristics upon binding. The advantage of such an approxima-

tion is that no ensemble sampling is needed, since the vibrational frequencies

can be calculated from the second derivatives of the energy. Consequently,

the energy can be calculated for a single conformation, which puts us back to

Section X and allows to continue fluently to the next section.

3.2 CONFORMATIONS IN IMPLICIT SOLVATION

As introduced in Section 1.4.1, the single-conformation approximation is

a widely used method to reduce computer demands. For implicit solvation, it is

the only way as the implicit solvation free energy is the function of atomic co-

ordinates. That means that there is a direct association between the molecular

geometry and the value of solvation free energy. This arises from the manner

in which the effective Born radii are calculated, when the shape of the molecu-

lar cavity is needed and anytime the shape is changed, the effective Born radii

need to be recalculated.

3.2.1 HIV-1 INHIBITORS

In the first study, we investigated a series of nine human immunodeficiency

virus type 1 (HIV-1) protease inhibitors. The HIV is a retrovirus which infects

the human T-lymphocytes, eventually causing the failure of the human immune

system [135, 136]. The virus cycle requires the produced protein to be pro-

cessed through a protease enzyme, which thus draws attention as a possible

target for anti-HIV cure.

The HIV-1 protease is an enzyme composed of two monomeric units [137,

138], each of which contains a flexible flap, creating an active site for the nat-

ural binder – the immature protein. The approved anti-HIV-1 protease agents

are rather large molecules (the smallest one has 70 atoms) trying to mimic

the peptidic character, which makes them rather flexible. The flexibility is

in fact a natural feature of both the protease and its inhibitors.

A new SQM based scoring function has been recently introduced and tested

in our laboratory [53]. The method heavily employs single-conformation ap-

proximation, which is necessary due to the use of the SQM level of energy cal-

culations. It has been revealed that the binding free energy calculated as the
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Figure 3.2: Variations of the RESP charges for 10 conformations of the HIV-1 protease

inhibitor saquinavir.

SQM score has two important contributions large in magnitude yet with op-

posite signs; the interaction energy favours binding, but it is from a large part

compensated for by the energetic penalty arising from ligand desolvation.

Our goal was to estimate the error brought by single-conformation approxi-

mation with respect to solvation free energies. For such large molecules as HIV-

1 inhibitors, no experimental solvation free energies were available; therefore,

we focused on the description of the distributions of the calculated values.

The conformational spaces of the inhibitors were extensively sampled by clas-

sical MD (see Section 2.1). For such calculations, the atomic partial charges

were calculated employing the RESP technique (see Section 2.4). The RESP

charges are conformation-dependent but it is not completely clear which con-

formation should be used for their determination. Thus we performed our

investigations in several steps: i) pre-sampling, ii) sampling and iii) solvation

free energy calculations themselves.

The pre-sampling aimed at generating a small number of conformations

for which the charges were supposed to be determined. The simulations were

performed at 700 K to ensure that the energetic barriers would be overcome.

Ten conformations from the pre-sampling were used for the re-evaluation of the

charges with which the production trajectories were generated. The simula-

tions yielded 1600 conformers per inhibitor, and these were the subject of im-

plicit solvation free energy calculations employing the SMD model by Marenich

et al. [139] with the PM6-DH2 SQM level of electronic energy calculations

[54, 55].

The resulting distributions of the hydration free energies were compared

with those calculated on a single conformation and with the mean values

of a limited number of conformations (i. e. 50 conformers arising from SQM

dynamics). The distributions provided by the simulations of RESP charges,

were compared leading to a surprising result. Despite the fact that the charges

varied notably for the conformations (Figure 3.2.1), the mean values and

standard deviations of the resulting distributions of the solvation free energies

were rather similar.
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This could suggest that the conformational dependence of implicit solvation

energies is ambiguous; the values are definitely dependent on the conforma-

tion, but the subtle differences between the conformational ensembles of dif-

ferent RESP charges are somewhat hindered by the implicit solvation energy

calculations.

For the set of nine HIV-1 inhibitors, the conformational energies Econ f were

calculated as the sum of SMD solvation free energy and PM6-DH2 electronic

energy. Complete set of the distributions is shown in Figures S2, S3 and S4 in

Appendix C.

The mean deviation between the single-conformation Econ f and the distri-

bution averages (i. e. the multi-conformation Econ f ) was 1.5 ± 3.5 kcal/mol.

These two numbers need a detailed explanation. The mean deviation

of 1.5 kcal/mol says that the values of the single-conformation Econ f were

on average 1.5 kcal/mol more positive than the mean values of the 1600 con-

formers. The error estimate of 3.5 kcal/mol stands for the standard devia-

tion between the single-conformation Econ f and the multi-conformation Econ f .

Therefore, once we are interested in the relative order of the inhibitors, the lat-

ter number is of higher importance, because it shows what error in the relative

order of the compounds can be expected upon the single-conformation approx-

imation.

Finally, we have studied the deviations between a small ensemble of con-

formations and a large truly multi-conformation approach. When the aver-

age over 50 conformers of the SQM sampling was taken instead of the single-

conformation value, the error in the relative order decreased from 3.5

to 2.7 kcal/mol. The values were, however, shifted by −5.9 kcal/mol from

the multi-conformational averages as compared to+1.5 kcal/mol for the single-

conformation approach.14

14The scheme shows the situation

of five ligands. In blue there is

absolute shift of the entire set

(i. e. −5.9 kcal/mol) whereas in

red, the relative shifts of each of

the ligand (i. e. 2.7 kcal/mol) are

shown.
If one considers the typical experimental binding free energies of such in-

hibitors to HIV-1 protease, which are between −15 and −8 kcal/mol, the error

brought by the single-conformation approach, namely of about 3 kcal/mol, is

critical. However, the range of the calculated single-conformation binding free

energies of the HIV-1 protease complexes studied by Fanfrlík et al. [53] was

between −15 and +30 kcal/mol. According to these authors, the deviation

of about 3 kcal/mol presented by our results is rather convenient.

The largest deficiency in this first study on implicit solvents was the lack

of relevant experimental data which motivated us for the extension of our

calculations towards water-octanol partition coefficients.
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Figure 3.3: Thermodynamics cycles used for derivation of the transfer free energy from

solvation free energies.

3.2.2 WATER–OCTANOL TRANSFER FREE ENERGIES

The second study on implicit solvation extends our previous efforts by explicitly

considering experimental data. We compiled a set of 20 approved drugs with

known water-octanol partition coefficients which were available also for some

of the HIV-1 protease inhibitors. Using water-octanol partition coefficients in-

stead of hydration free energies, in which we would be interested much more,

was a compromise of our part. For such large molecules as HIV-1 inhibitors,

the hydration free energies are not available.

The water-octanol partition coefficient is a measure of the hydrophilic/hy-

drophobic properties of a compound. In drug development, it is highly appre-

ciated to know the behaviour of a drug on the membrane or in protein envi-

ronment, both quite hydrophobic. The water-octanol partition coefficient is di-

rectly related to water-octanol transfer free energy, i. e. the free energy change

associated with the transfer of a compound from water to water-saturated

octan-1-ol. According to the thermodynamic cycle depicted in Figure 3.2.2,

the transfer free energy ∆Gow can be calculated by Equation 3.2.

∆Gow =∆Go −∆Gw (3.2)

When, however, two distinct conformations C1 and C2 are present in the

phases, the thermodynamic cycle should be modified as shown in Figure 3.2.2.

This produces another contribution, which stands for the free energy of the

deformation of the two conformations. This seems to be a way to explore not

only the conformational treatment in conjunction with implicit solvation, but,

since the experiment data provide a well suited reference, also the performance

of various implicit solvent models.

In a similar way as described in the previous section, we generated a set

of conformers for which we subsequently calculated the implicit solvation free

energies. First, the classical MD simulations in water and water-saturated oc-

tanol were performed, yielding 100 snapshots. Next, the implicit solvation free

energy was calculated for each of the snapshots. Several popular implicit sol-

vent models were tested, both based on MM charges [119, 120, 140, 141] and
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those employing QM electronic densities: the Conductor-like Screening Model

for Real Solvents (COSMO-RS) [142], the SMD [139] and Miertus, Scrocco

and Tomasi (MST) [143] models. Unlike in the previous study of free energy

distributions, here we calculated only the mean values and standard deviations

of the series.

Since it is not straightforward to process the ensemble averages of the solva-

tion free energies, we suggested several estimators of the transfer free energies

defined by Equations 3.3 to 3.7 and compared them with the experimental

data directly.
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Using Equation 3.3, the single-conformation transfer free energies were cal-

culated (G0) based mostly on experimental X-ray structures. The simple differ-

ence of the ensemble averages illustrated by the angle brackets 〈 〉 was calcu-

lated by Equation 3.4 (G1). Next, the thermodynamic cycle in Figure ?? was

exploited by Equation 3.5. The deformation was approximated by Equation 3.8

¬

Ede f

¶

= 〈E〉o − 〈E〉w (3.8)

where E is the vacuum electronic energy of the compounds. In fact, the G2

estimator is the difference between the conformational energies as defined

in Section 3.2.1. Equations 3.6 and 3.7 describe the typical approach em-

ployed in many CADD studies including the Ref. [53], where it is assumed that

the conformational ensembles are identical in both phases, here water (G3) or

octanol (G4).

Some interesting results have been obtained from an analysis of MD sim-

ulations. For each of the molecules, the number of conformational families

was evaluated15 and put into relation with the number of rotatable bonds.15A conformation belongs to the

family if its root-mean-square

deviation with respect to any

member of the family is lower

than 1 Å

The rotatable-bond concept is a way to estimate molecular flexibility from

the structural formula of a compound [144]. Usually, the higher the number

of sp3–sp3 or sp3–sp2 hybridised atom bonds is, the more flexible a compound

is claimed to be. Our simulations revealed that not the number but also the

kind of rotatable bonds should be considered. For example, we showed that

although two molecules have six rotatable bonds each, they notably differ in

the flexibility reflected by the number of conformational families.
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The set of 20 drugs was divided into two subsets according to the number of

conformational families in water. The rigid compounds were those with only

one conformational family, with the others being flexible.

The performance on the rigid compounds was satisfactory across all of the im-

plicit solvent models. There was good agreement even for the single-confor-

mation-based estimates in terms of the correlation coefficient (R2) and root-

mean-square error (RMSE). Surprisingly, no improvement was observed when

conformational sampling was involved. COSMO-RS was identified as the over-

all best performing implicit solvent model for the rigid subset. COSMO-RS is

an exception among the implicit solvent models tested: unlike the other solvent

models, COSMO-RS already includes some technique to cover conformational

flexibility. Hence, the transfer free energies were not calculated according to

Equation 3.3 to 3.7, but rather as described in Appendix D and Refs [142, 145].

The flexible molecules were tackled much worse; when the single-confor-

mation approach was utilised, hardly any implicit solvent model used was able

to reach a higher correlation than 0.2 except for SMD (R2 = 0.42). The confor-

mational ensembles improved the results only slightly. COSMO-RS (R2 = 0.42)

and SMD with G1 estimator (R2 = 0.66) were presented as the most promising

(see Appendix D, Figures S2 to S6).

Concerning the estimators (Equations 3.3 to 3.7), there were only minor

differences found between them. It was also surprising that the G2 estimator,

virtually the most physical one, provided worse results than the others in terms

of R2. The G2 estimator covers the deformation contribution, which seems to be

the source of problems. Figure 15 depicts the Gaussian probability density

functions corresponding to the mean values and standard deviations of the

series of transfer free energies.

It appears that when the deformation is included, the distribution is much

wider, which can lead to a blurred relative order of the molecules. The G3 and

G4 estimators have the narrowest distributions, which in turn leads to a rather

good correlation coefficient. It must be noted that G2 showed lower a RMSE

than G1 for many implicit solvation models. Most likely, the level at which the

deformation energy (or internal electronic energy) is calculated, is too sensi-

tive to the conformation. If there is any error cancellation between the solva-

tion free energy in octanol and hydration free energy, it can be disturbed by

the deformation contribution.

The error cancellation was further exploited by a separate comparison of

the hydration free energies. They were found to be quite similar for different

implicit models. A typical correlation coefficient between a solvent model and

the SMD model (chosen as a reference arbitrarily) was higher than 0.8 (Ap-

pendix D, Figure 5). It was concluded that the differences between the implicit

solvation methods used for the transfer free energies lie in the various accu-
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Figure 3.4: Gaussian probability density functions (pdfs) representing the mean val-

ues and standard deviations of transfer free energies as calculated according to Equa-

tions 3.4 to 3.7. The results of atropine are presented.

racy of the octanol solvent and/or in the various extent of error cancellation

between the octanol and water phases.

In summary, the situation with the ligand flexibility is quite optimistic. The er-

ror estimate brought by the single-conformation approach of 2.7 kcal/mol,

presented in the previous paragraphs, was related to HIV-1 inhibitors which

are among the large ones. The error can be expected to be lower for less

flexible ligands. The second study also showed that for rigid ligands the single-

conformation approach is not a critical approximation; at least there exist some

conformations which provide good agreement with experiment. In the sec-

ond study, this role was played by the conformations observed in crystals. It

remains a question what conformations should be used for de novo ligands,

for instance. For flexible ligands, it was shown that we may expect problems.

Our approaches do not provide the final answers but rather point to the direc-

tion in which it could be prospective to go.
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Noncovalent Interactions Involving Halogens

This chapter presents the second part of the results related to CADD – the im-

portance of well-balanced energy calculations. The chapter summarises four

publications on noncovalent interactions involving halogen atoms, three re-

search articles and one popular scientific contribution. In two of the publi-

cations dealing with the molecular mechanical description of halogen bonds,

I am the first author. In the publication by Trnka et al., I participated in the

discussion and interpretation of the calculations as well as in the manuscript

preparation.

With the project based on the publication in the Journal of Chemical Theory

and Computation I was awarded the Jean-Marie Lehn award in Chemistry by

the French Embassy in Prague and the Sanofi company.

4.1 HALOGEN BONDING

Besides the ensemble sampling, the role of accurate energy calculations for

free energy estimations was emphasised in Section 1.3. Generally, we can

seek problems among non-standard molecules and phenomena, and it remains

to define what the standard means. The following paragraphs aim at the de-

scription of halogen bonding – a noncovalent interaction which has attracted

much attention only recently.

A typical halogen bond (XB) is depicted in Figure 4.1. It is an attractive

directional force between a halogen atom and a Lewis base, i. e. a chemical
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Figure 4.1: A typical halogen bond between bromobenzene and acetone with geomet-

rical features is depicted.

Figure 4.2: Crystal of acetone and bromine mixture with the O–Br distance of 2.82 Å.

Left: electron density, right: proposed structure. Reproduced from [148].

group with a lone-electron-pair.16 The early evidence about noncovalent com-16In 2012, the International

Union of Pure and Applied

Chemistry provided A Provisional

Recommendation for

the Definition of the Halogen

Bond.

plexes of halogens dates back to the 19th century [146] and then to the 1950s,

where the halogen bonding motif was discovered in X-ray crystals (Figure 16)

[147–149]. Its importance was soon recognised by Hassel [147]: “The O–Br

distance is only 2.71 Å. This is the most striking feature of the whole struc-

ture as it indicates a very strong interaction between the bromine and oxygen

atoms.”

At that time, the nature of XB was slightly attributed to charge transfer

[150, 151], and the label halogen bond had not begun to be used. Later on,

it was accepted that XB is of electrostatic nature [152], which turned into

a concept of so-called σ-hole, explaining many features of halogen bonding

[153, 154]. Using QM calculations, it was revealed that there is a region

of positive electrostatic potential (ESP) located on top of the halogen atom.

Such a region (the σ-hole) facilitates the electrostatic attraction with the Lewis

base (a negative charge) and also helps to assure the directionality of the XB.

Finally, highly accurate QM calculations have shown that the dispersion con-

tribution is also important [155], which is not surprising regarding the high

polarisabilities of larger halogens (bromine, iodine).

Typical geometric features are described in Figure 4.1. An important pa-
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Figure 4.3: Left: scheme of charge distribution around bromine in bromo-

trifluoromethane. Right: two kinds of interactions may appear – with the negative

ring around the bromine atom, with the positive σ-hole or both together.

rameter is the distance between the halogen and the Lewis base, which is

shorter than the sum of the respective van der Waals radii. The size of the

σ-hole increases with the increasing atomic number of the halogen and so

does the strength of the XB. The stabilisation energy of a halogen-bonded

complex can reach several kcal/mol. For instance, the stabilisation energy

for trifluoroiodomethane–formaldehyde is 4.1 kcal/mol [156] which is com-

parable with the water dimer (stabilisation of 4.9 kcal/mol [157]). Some con-

troversy has appeared around the halogen bonding of fluorines. It has been

concluded that fluorine in fact does not create halogen bonds unless bound

to a very electronegative atom or chemical groups, such as another fluorine or

cyano group [158–160]. Hence, this is out of relevance for biological applica-

tions, where fluorines are usually bound to an aromatic cycle or sp3-hybridised

carbon, neither of which allows the fluorine to have the σ-hole.

Recently, theσ-hole concept has been extended also to the atoms of groups V

and VI, which means there are so-called pnicogen and chalcogen bonds, respec-

tively [161]. In the following sections, some applications of halogen bonding

for both the crystalline phase and biological drug–target complexes are dis-

cussed.

4.2 DIHALOGEN BONDING IN CRYSTALS

Halogen bonding has found a distinguished place in crystal engineering [162–

165], with which it has been connected since its discovery [147].

The electrostatic potential around halogen atoms exhibits two features which

predetermine the halogen to participate in different noncovalent interactions.

First, there is a positive σ-hole in the direction of the elongated C–X bond

(where X stands for the halogen) (see Figure 4.2). And second, the region of

positive ESP is surrounded by a negative ESP forming a ring shape.

It has already been mentioned that halogen bond is, from a large part,
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an electrostatic interaction with the σ-hole. A valency is still available to cre-

ate a noncovalent interaction by the electrostatic attraction of the negative ring

with a Lewis acid, i. e. an atom or chemical group with a positive ESP. An ex-

ample of such an interacting partner might be hydrogen, which can create,

and actually does, a hydrogen bond with a well-oriented halogen atom (Fig-

ure 4.2). Such a kind of interaction has been observed in both protein-ligand

complexes [166] and crystalline materials [162], and it may be interesting that

the hydrogen and halogen bonds can be created simultaneously by the same

halogen atom.

A close inspection of the charge distribution around halogen atoms may

suggest an existence of a halogen–halogen noncovalent interaction, where

the σ-hole on one atom interacts with the negative ring located on the other

atom.[161] This interaction, which is called a dihalogen bond, has been found

in crystal phase [164], and its stability has been proved also by QM calcula-

tions [167]. Moreover, the same study showed that the strength of halogen

and dihalogen bonds in model complexes is comparable [167].

By means of Symmetry-Adapted Perturbation Theory (SAPT) [168] and den-

sity functional theory (DFT) augmented by an empirical dispersion correc-

tion term (-D3) [169], we investigated the importance of dihalogen bonding

in crystals of hexahalogenbenzenes, namely hexafluorobenzene (C6F6) [170],
hexachlorobenzene (C6Cl6) [164] and hexabromobenzene (C6Br6) [164]. For

comparison, the crystal of benzene (C6H6)[171] was included in our consid-

erations as well. The study was conducted through an analysis of pair inter-

actions within the crystals. A central molecule was chosen arbitrarily and its

interactions with the nearest neighbours were studied.

The structural motifs observed in the crystals were characterised in terms

of interaction energy. In the case of the benzene crystal,17 there are mostly T-17Orthorhombic symmetry, space

group Pbca. shape pairs, which are those competing in the gas phase along with a parallel-

displaced (PD) arrangement; there is still some debate about which of them is

more energetically stable [172, 173]. The hexachloro- and hexabromobenzene

crystals are very similar to each other18 but different from the benzene crystal.18Monoclinic symmetry, space

group P21/n. The most stable pairs are in the PD arrangement which are much more stable

than the most stable benzene pair. Further, an important interaction motif

found in their crystals is the dihalogen bond. For some pairs though, even two

dihalogen bonds are created between the monomers (Appendix E, Figure 3).

This motif has not been observed in the crystal of hexafluorobenzene19 which19Monoclinic symmetry, space

group P21/n. is in accordance with the lack of the σ-hole (Figure 19).

The interaction energies (IEs) were calculated for each pair and also for the

complex of the reference molecule and the group of all its neighbours (referred

to as the total interaction energy (TIE)). An attempt to correlate the experimen-

tal values of sublimation energies with the QM calculations was made. It was
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Figure 4.4: Electrostatic potentials of hexafluoro- and hexachlorobenzene mapped on

a surface of electron isodensity of 0.001 e/Bohr3. The scale is in a. u. There is only

negative ESP on the halogens of hexafluorobenzene contrary to the positive σ-hole on

hexachlorobenzene.

justified that the TIE increases in the order of C6H6 < C6F6 < C6Cl6 < C6Br6

and this increase is proportional to the increase in the sublimation energy.

A valuable conclusion was that the dihalogen bonding is not essential for

the sublimation energies observed. The IE of about 2 kcal/mol for C6Cl6
dihalogen-bonded complexes was of a similar magnitude like the electrostatic

(non-dihalogen bonding) interactions in C6F6, therefore, this interaction can-

not be responsible for the increase of the sublimation energies. On the other

hand, a SAPT analysis proved that the difference in the dispersion interaction

can explain the observed sublimation data. Further, there were only small

differences identified in the IE for single dihalogen-bonded pairs and doubly

dihalogen-bonded pairs.

Finally, it should be mentioned that the dihalogen bond may be more im-

portant for crystal design (in a sense of solid-phase or liquid-crystal chemistry)

than for biological applications. If one realises that the XB helps to specify the

drug–target contact better, then the dihalogen bond would have to have an

interacting halogen atom located on the target, which is not very nature-like.

What can be a problem for a living cell, may be overcome in in vitro exper-

iments, which are however only rarely utilised yet. An example is the work

of Hays et al., who incorporated 5-bromouridine into Holliday junction DNA

[174]20 the effect of which was a conformational change facilitated by an XB

20Peculiar four stranded piece

of DNA. Figure based on X-ray

structure [175].

[176]. The utilisation of a dihalogen bond definitely suffers from the lack of

halogenated targets, which can be changed, for instance, by brominated nucle-

obases.

4.3 HALOGEN BONDING IN MOLECULAR MECHANICS

The most significant stimuli to incorporate a halogen-bonding correction into

molecular mechanics were two: i) the ever-increasing importance of halogen

bonding in drug development and ii) the complete failure of classical force

fields to describe halogen bonding. Both are exploited below.
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Figure 4.5: Left and middle: Structural formula of bromo-trifluoromethane with the

ESP mapped on a surface of electron isodensity of 0.001 e/Bohr3. Positive ESP is in

blue, negative in red. Right: The scheme of explicit σ-hole.

4.3.1 DRUG–TARGET INTERACTIONS

A large portion of drugs, either on the market or in the development, contain

some halogens. Medicinal chemists have utilised halogenation as a modifica-

tion of a chemical structure for many years, mostly for non-specific effects it

could have had. Halogen atoms facilitate the oral drug absorption, improve the

crossing of the blood-brain barrier,[177] which is all related to their higher hy-

drophobicity. Further, halogens became used to fill hydrophobic cavities once

the geometry of binding site was known.

In the last few decades however, the use of halogens was accelerated thanks

to their recognised ability to create specific, directional noncovalent interac-

tions, which can serve as the lock pins as depicted in Figure 1.2 and thus im-

prove the affinity of a drug. The halogen bonding in drug–target complexes has

been thoroughly reviewed [166, 178–181] and it really seems to be beneficial.

For example, a halogen bond was found in the complex of aldose reductase

(the enzyme related to diabetes mellitus) [182], transthyretin (the transporter

of iodinated thyroid hormones) [183], or in protein kinase CK2, related to can-

cer [184].

4.3.2 EXPLICIT σ-HOLE

In MM, the atom-centred point-charge treatment of electrostatic interactions

cannot describe the anisotropy of the charge distribution around halogens.

The lack of σ-hole in MM precludes a faithful description of halogen bond-

ing, and it will be shown below how dramatic such a failure is.

Our attempt was to design a model for halogen bonding, simple enough

to be used in MM with prospects for CADD. In the model, which is called

explicit σ-hole (ESH) here, the region of positive electrostatic potential was

approximated by a massless pseudo-atom (ghost atom) (Figure 4.3.2). Such

an approach was previously used by Dixon and Kollman [185] for modelling

electron lone-pairs on e. g. an oxygen atom, where they developed their initial
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Figure 4.6: Virtual sites as defined in Gromacs [75]. Black circles are real atoms from

which the virtual sites (grey circles) are constructed. Reproduced from [67].

efforts [92]. Actually, using off-centred point charges goes back to explicit

water models, where the charge is shifted side of the oxygen [106, 186].

In fact, the ESH model is very similar to other σ-holemodels developed si-

multaneously in other laboratories [187–189]. This further emphasises the

importance of a MM description of halogen bonds. The models differ in de-

tails: in the mass of the sigma-hole-mimicking atom and in the number and

type of parameters.

The implementation of ESH makes use of a virtual-site concept (Figure 4.3.2)

available in the Gromacs program package [75]. The massless virtual site is

constructed from the real atomic positions (e. g. from the particles which have

mass) and it can carry both charge and LJ parameters. Since the zero mass is

difficult to tackle by the equations of motion, the force acting on the virtual

site must be redistributed back to the real atoms [67]. Now the questions

regarding the ESH were: i) where to place it and ii) what charge to use.

4.3.3 THE MODELS

Bearing in mind the popularity of the GAFF force field for the description of

small molecules in simulations of drug–target complexes, we tried to design

a σ-hole model GAFF-compatible in terms of partial charges and LJ parame-

ters. Another condition was to use as few parameters as possible. It became

clear that the ESH must be located within the van der Waals radius or, more

precisely, in such a region which is well covered by the repulsive part of the

LJ potential on the halogen.21 Otherwise, some (large) instabilities should be

21Lennard-Jones potential with

the repulsion part in red. The

arrow points to the value of σ LJ

parameter.

expected in the simulations employing ESH.

Three ESH-charge models were suggested differing in their complexity and

computer demands. The most simple one, called nF (no fit), has two param-

eters – the ESH charge and its distance from the respective halogen – and

does not employ any QM calculations. The prerequisite for its use is the pre-

vious knowledge of the partial charges of all atoms within a molecule. Then

the ESH charge is subtracted from the respective halogen atom to conserve

the net molecular charge. The other atomic charges are kept intact.
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nF rF aF

range charge 0.05–0.50 e 0.05–0.50 e –

distance 0.8–1.6 Å 0.8–1.6 Å 0.8 – 2.6 Å

step charge 0.05 e 0.05 e –

distance 0.1 Å 0.1 Å 0.2 Å

charges needed yes no no

ESP grid needed no yes yes

Table 4.1: Summary of the three ESH charge models and the one- or two-dimensional

parameter scan properties. It is to be noted that ESP grid has to be generated by an ab

initio calculation if needed.

The second model, called rF (rest fit), employs two-stage RESP fitting as

introduced in Section 2.4, which is fully applicable in conjunction with GAFF.

It also has two parameters – again the ESH charge and the ESH–X distance.

An additional fitting position with a fixed charge is included in both RESP-

fitting stages. A denser ESP grid than the standard one is used [98], which

is to improve the statistics of the complicated ESH shape around the halogen

atom.

Finally the third model, called aF (all fit), is identical with rF but contains

only one parameter – the ESH–X distance. The ESH charge is the subject of

the two-stage RESP fitting, hence such a model should be viewed as the most

physical one. Clearly, both rF and aF models need the ESP grid points to be

generated by a QM calculation. This makes them perhaps too complicated

for large-scale virtual screenings.

All three models are summarised in Table 4.1. So far across all models,

the position of ESH has been fixed with respect to the halogen and the next

bound carbon atom, but this can be changed in future to allow the ESH to move

e. g. on a spherical cap.

4.3.4 PARAMETRISATION AND PERFORMANCE

A one-dimensional scan for the aF model and two-dimensional scans for the

rF and nF models were performed, consequently covering the entire param-

eter spaces of the respective models. For each point of the parameter space,

the dissociation curves of three XB complexes were calculated (see Figure 1,

Appendix F) and compared with highly-accurate QM data.22 Typical curves are

22CCSD(T) dissociation curves

calculated at the complete basis

set limit extrapolated from

augmented double- and triple-ζ

basis sets.
shown in Figure 22.

Although empirical force fields are not designed for gas-phase calculations,

a few conclusions could be drawn. Most importantly, the effect of ESH is

dramatic. When the ESH is shifted by 0.5 Å from the halogen, the interac-
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Figure 4.7: Dissociation curves of bromobenzene–acetone complex. CCSD(T) black

curves stands for highly accurate QM calculations. The lighter the blue line is, the higher

was the ESH-halogen distance. Calculated employing the rF charge model with the

charge of 0.2 e.

tion energy at the optimal intermolecular distance can be changed by about

0.5 kcal/mol, which is as much as 20 % of the total interaction energy, de-

pending on the complex. Furthermore, as mentioned before, the RESP charges

are overpolarised; this makes them compatible with TIP3P and SPC water mod-

els, which both suffer from overestimated dipole moments. Thus one would

expect an overstabilisation of gas-phase complexes described at the MM level

with the RESP HF/6-31g* charges as compared to more accurate QM data.

In the case of the halogen-bonded complex of bromobenzene and acetone,

there is hardly any stabilisation (0.2 kcal/mol) when the standard GAFF is em-

ployed. Desirably, there exist some points in the parameter space which can

lead to well-stabilised complexes.

The key quality of interest is, of course, the electrostatic potential. It has

been shown that the standard GAFF ESP was qualitatively wrong while the in-

clusion of ESH made it qualitatively correct; if the ESH parameters were ad-

justed accordingly, the generated ESP was accurate even quantitatively (Fig-

ure 22 and Figure 4 in Appendix F). The deviation from the QM ESP was

plotted to identify what ESH position is preferred (Figure ??).

The size of the σ-hole depends on the chemical environment and is in some

sense tunable [190]. For instance, the introduction of fluorines into the meta-

positions on the aromatic ring increases the ESP on the reference halogen,

which makes the halogen bond eventually stronger. This feature is actually well

reflected in ESH models, when the ESPs of bromobenzene and 3,5-diflurobro-

mobenzene are compared (Figure 4, Appendix F). The performance of the aF

and rF models is slightly better than that of the nF model. Although not tested,
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Figure 4.8: Right surfaces: Bromobenzene ESP projections on the electron isodensity

surfaces of 1 e/Bohr3; left blue: the QM ESP; middle red: ESP without explicit σ-

holeand right yellow: ESP with explicit σ-hole. Left plot: RESP fitting performance

expressed as relative root-mean-square (RMS) error, depending on the ESH–X distance

(d). Three charges of ESH are shown for the bromobenzene case. For comparison,

the relative RMS for the fitting without ESH was 0.16.

it is likely that because of the shape of the electrostatic potential, the ESH

model may be suitable also for the description of dihalogen bonds.

Further, realistic systems of CADD – drug–target complexes – were investi-

gated in closer detail. A series of known X-ray structures of protein kinase CK2

with tetrabrominated inhibitors [191–193], which were known to create one

or two halogen bonds, was gathered. With the series, we performed geome-

try optimisations employing an implicit solvent model to determine the effect

of ESH on the drug–target geometry. The problem complexity was decreased

by making irrelevant parts of the protein rigid.

It was demonstrated that the ESH approach can ensure the halogen-bonding

pattern, unlike the standard GAFF without ESH. The parameter spaces were

scanned in the same manner as in the case of dissociation curves. The quality

of the MM-optimised geometry was estimated on the basis of the root-mean-

square deviation (RMSD) of the heavy atoms of such parts of the complex

which were free to move. As the reference the X-ray experimental structures

were taken.

The geometries obtained with ESH were considerably better than those with-

out ESH. In accordance with previous results, it was shown that the Amber

force field fails in the description of halogen bonding in CK2 [194]. To recog-

nise the best parameters for ESH, their RMSD dependence was plotted (Fig-

ure 22). Generally, there were low-RMSD areas in the two dimensional plots

which pointed to the suitable parameters. In the case of the one-parameter

aF model, the best performing distance was too high (more than the van der

Waals radius of the halogen).
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Figure 4.9: Dependence of root-mean-square deviation (RMSD) on the ESH charge (q)

and EXH–X distance (d). The RMSD matrices of three CK2 complexes were calculated

for the heavy atoms of ligands with respect to the experimental geometries.

An important result concerned the RMSD sensitivity to the ESH parameters.

It was demonstrated that the performance on CK2 is rather insensitive, which

means that once the ESH is included in the calculations, it is highly probable

that the results (in terms of RMSD) will be better than without ESH. Finally,

the recommendations of the ESH parameters were provided: a charge of about

0.2 e located at a distance of 1.5 Å from bromine seems to be a suitable choice.

However, the choice is ambiguous, as presented in Figure 22.

4.3.5 IMPROVED DOCKING

In CADD, a wide area of research focuses on the prediction of the drug–target

geometry, i. e. what the position of the drug in the target active site looks like.

The prediction is done by so-called docking algorithms, which aim to place the

drug into a pre-defined active site in the best-matching way. Numerous such

algorithms have been developed [49, 195, 196] because of the need for the

drug–target geometry for more advanced calculations.

The ESH nF model was used with the docking program suite DOCK6 [196]
to predict the binding poses of 92 drug-enzyme complexes containing some

halogens (chlorine, bromine or iodine). The set comprises 7 aldose reductase

complexes, 32 cyclin-dependent kinase complexes, 16 protein kinase CK2 com-

plexes and 37 HIV reverse transcriptase complexes complexes (Figure 4.3.5);

55 % of the ligands contained more than one possible halogen bond-donor.

The docked poses were compared with the known X-ray structures and anal-

ysed.

The analysis revealed that the ESH can improve the ability to predict the na-

tive (i. e. experimentally observed) pose and that the number of halogen bonds,

their length and the fidelity of the XB acceptors are also improved. Unlike with-

out ESH, the predicted poses with ESH had shorter XBs with more relevant XB

acceptors, both in better agreement with experiment. This was especially ap-
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Figure 4.10: The protein targets used for the docking study: human aldose reductase

(AR) [197], human cyclin-dependent kinase 2 (CDK2) [198], catalytic subunit of pro-

tein kinase 2 (CK2) [192] and HIV-1 reverse trasncriptase (HIV-1 RT) [199].

parent in the case of CK2, where more than one XB was established. It must

be noted that not all of the complexes were halogen-bonded; large portion of

the complexes (about 43 %) contained some halogen which was not involved

in any XB. Not to create a XB where it should not be seems to be an appreciable

feature of ESH.
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5

Summary and Outlook

The thesis has presented some methodological advances of molecular mod-

elling which can be utilised in computer-aided drug development. The intro-

duction for seven original articles was given to provide the reader with a bet-

ter insight and to highlight some consequences which are difficult to bring by

rather narrowly focused research publications.

The advances have been divided into two groups: the investigation of the

role of (bio)molecular conformations and the description of a specific kind

of noncovalent interactions involving halogen atoms. Each group covers three

research publication, the latter one also one popular scientific article. It has

been emphasised that both aspects, the conformational treatment and accu-

rate energy calculations, are essential for free energy calculations as a com-

putational way of estimating the drug efficacy. In order to highlight the bases

on which the publications were built, some details on the general molecular

modelling techniques have been presented.

Two chapters focus on the results. First, the role of conformational entropy

as a measure of flexibility changes was elucidated for the drug–DNA complex.

Upon drug binding, the DNA was shown to become more flexible and the flex-

ibility change was expressed as a thermodynamic quantity, being as much

as 38 kcal/mol at 300 K. Next, the conformational sampling was investigated

in the context of implicit solvent models. It was concluded that the rigid

molecules are suitable for the single-conformation approach by the implicit
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solvent models; the flexible ones, such as HIV-1 protease inhibitors, should in-

volve some conformational sampling. It was merely pointed out that even big-

ger problems may be expected for more flexible molecules, such as proteins,

when the single-conformation approach is applied to them.

In the second chapter of the results, the halogen and dihalogen bonds were

introduced as noncovalent interactions with a certain importance in the de-

sign of new materials and also in drug development. The molecular mechan-

ical model for σ-hole, considerably improving the MM description of halogen

bonds, was proposed. Such a model was presented in detail, and the overlap

with drug development was emphasised. This was perhaps the most apparent

in case of the improvement of a docking platform.

This is also one of the promising directions for the further expansion of the

results. The methodological advances need to be used to show their real

prospects. The projects which are being implemented in the laboratory of Prof.

Hobza in cooperation with the Heidelberg Institute for Theoretical Studies and

institutions in the Czech Republic involve the ESH model for the description

of halogenated ligands. Particular points to answer could be the advanced

free energy techniques (such as those based on the Zwanzig formula), where

the model should be improved. The preliminary results show that it may not

be so straightforward, even though a solid foundation has been established.

In the case of conformational sampling, the results are mostly utilised with

the SQM scoring function used in our laboratory, and for a more careful in-

terpretation of the outcoming results. As mentioned before, the treatment

of flexible ligands has not found its ultimate solution and it remains a ques-

tion, for instance, what (a small number of) conformations should represent

the entire ensemble sufficiently.

Despite the fact that there is still a long way to new drugs, the results of

the thesis may shorten the way at least to some of them.
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[55] M. Korth, M. Pitoňák, J. Řezáč, and P. Hobza, “A Transferable H-Bonding Correction for

Semiempirical Quantum-Chemical Methods,” J. Chem. Theory Comput., vol. 6, pp. 344–

352, Dec. 2009.

[56] K. Raha and K. M. Merz, “A Quantum Mechanics-Based Scoring Function: Study of Zinc

Ion-Mediated Ligand Binding,” J. Am. Chem. Soc., vol. 126, pp. 1020–1021, Jan. 2004.

[57] K. Raha and K. M. Merz, “Large-Scale Validation of a Quantum Mechanics Based Scoring

Function: Predicting the Binding Affinity and the Binding Mode of a Diverse Set of Protein-

Ligand Complexes,” J. Med. Chem., vol. 48, pp. 4558–4575, June 2005.

[58] K. Raha, M. B. Peters, B. Wang, N. Yu, A. M. Wollacott, L. M. Westerhoff, and K. M. Merz,

“The role of quantum mechanics in structure-based drug design,” Drug Discovery Today,

vol. 12, pp. 725–731, Sept. 2007.

[59] P. Mikulskis, S. Genheden, K. Wichmann, and U. Ryde, “A semiempirical approach to ligand-

binding affinities: Dependence on the Hamiltonian and corrections,” J. Comput. Chem.,

vol. 33, pp. 1179–1189, May 2012.

[60] H. S. Muddana and M. K. Gilson, “Calculation of HostGuest Binding Affinities Using a

Quantum-Mechanical Energy Model,” J. Chem. Theory Comput., vol. 8, pp. 2023–2033,

May 2012.

[61] P. S. Brahmkshatriya, P. Dobeš, J. Fanfrlík, J. Řezáč, K. Paruch, A. K. Bronowska, M. Lepšík,
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We investigated the intercalation of an antitumor drug ellipticine into four adenine-thymine (AT) rich DNA
duplexes with the focus on the configurational entropy, by means of molecular dynamics (MD) simulations.
Two possible binding orientations of ellipticine in a DNA double helix were studied, and the orientation with
the pyrrole nitrogen exposed into a major groove was identified as the more probable. The configurational
entropy change of DNA is shown to contribute significantly to the binding free energy. The magnitude of
this contribution depends on the exact DNA sequence. A detailed analysis revealed that the largest flexibility
changes occurred in the sugar-phosphate backbone, resulting in an entropy gain in the most cases. The
nucleobases were not involved in the changes of flexibility and entropy. BI/BII-like conformational transitions
were observed after the intercalation of ellipticine, and the consequences of these transitions for the evaluation
of entropy are discussed.

Introduction

As the carrier of genetic information, DNA constantly lies
at the center of research interest in the life sciences. Particular
attention has been focused on the interaction of small organic
molecules with double-stranded DNA. The binding of a ligand
changes the structure and/or dynamics of DNA, possibly
affecting its function in the living cell. For example, the bound
ligand itself or the distorted structure of DNA may interfere
with the action of enzymes facilitating replication or transcrip-
tion. Such an event may severely affect the rate and fidelity of
those processes and thus influence the operation of the living
cell. The mesoscopic effects could include cell death or, on the
contrary, uncontrolled cell proliferation. Consequently and rather
controversially, some of DNA-binding drugs act as mutagens
and carcinogens, whereas others have found their application
in the therapy of certain diseases, including cancer.1,2

The ligand can bind into DNA in a number of ways.3-5 Apart
from covalently bound adducts, the ligand molecule can be held
in place by the action of noncovalent interactions, that is,
electrostatic attraction, van der Waals forces, and hydrophobic
effects. These processes governed by noncovalent forces are of
a reversible nature and can be conveniently studied by means
of molecular dynamics (MD) simulations.

Ellipticine (Figure 1) is a plant alkaloid with antitumor
activity, which has been the object of many experimental and
theoretical studies concerning its activity, sequence selectivity,
and metabolism; various ellipticine derivatives have been studied
as well.6-14 As an intercalator, it exhibits a lower sequence
specificity as compared to minor-groove binders;15 the pyrimi-
dine-purine steps are slightly preferred because of their larger
flexibility.16 The first experimental evidence of the interaction

of ellipticine with a DNA-like structure was given by Jain et
al. who obtained a crystal of ellipticine bound to two dinucleo-
side monophosphates.7 More recently, Canals et al. suggested
a possible binding mode of ellipticine to a DNA hexamer (PDB
ID 1Z3F)14 admitting, however, that this structure need not
necessarily be the only one possible. Owing to the asymmetry
of the ellipticine molecule, there are two families of intercalative
modes into palindromic DNA double helices. In this work, we
studied both possible intercalative motivessfirst, with the
pyrrole nitrogen oriented into the major groove (denoted “int1”)
and, second, with the pyrrole nitrogen oriented into the minor
groove (“int2”). The latter motif is found in the mentioned X-ray
structure by Canals et al. although the DNA sequences studied
in this work differ from the X-ray one significantly. Both binding
modes are sketched in Figure 2.

The strength of the ligand binding to DNA can be quantified
by the equilibrium constant or, equivalently, by the binding free
energy. These quantities are accessible by experimental
techniques17-21 as well as by computer simulations.22,23 The
binding free energy, which amounts to -5 to -6 kcal ·mol-1

for the intercalation of ellipticine under various conditions,6

describes the overall binding, which, however, might be a very
complex process. The free energy is composed of the enthalpic
and the entropic parts. The change of enthalpy upon complex
formation relates to the creation or breaking of hydrogen bonds
within the ligand molecule, DNA, and the solvent and also to
the electrostatic and dispersion interaction, especially (but not

* Corresponding author. Tel.: (+420) 220 410 311; e-mail: pavel.hobza@
uochb.cas.cz.

† Academy of Sciences of the Czech Republic and Center for Biomol-
ecules and Complex Molecular Systems.
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Figure 1. Protonated form of ellipticine.
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only) between the ligand and the DNA.24 These contributions
may be conveniently separated according to the pairs of
interacting partners (i.e., ∆E(ligand...DNA), ∆E(ligand...sol-
vent), etc.), and their evaluation is relatively straightforward,
in principle.

Being a typical noncovalent binding motif, the intercalation
of a small molecule requires two consecutive base pairs in the
DNA double helix to be separated before the ligand can be
accommodated.1,2,24 Such a separation of base pairs is energeti-
cally unfavorable, with a reaction enthalpy of 20-24 kcal ·
mol-1, as evaluated previously.25 Among all of the components
of the total reaction free energy, the interaction energy of the
intercalator with the DNA species plays a major role in
compensating for this energetic penalty. In a previous study,
we showed that this interaction energy is substantial, reaching
a value of approximately -70 kcal ·mol-1 for a charged
intercalating molecule of ethidium; the situation with ellipticine
is expected to be very similar.

The binding entropy is commonly evaluated as the difference
of the previously obtained values of the free energy and the
enthalpy of binding, while direct measurements of entropy
changes are quite rare.26 Moreover, it seems to be difficult to
express the entropy as a sum of physically meaningful com-
ponents.27 A reasonable decomposition of entropy appears to
be that into the solute and solvent contributions, although the
components need not be strictly additive because of the cor-
relation between the solute and the solvent degrees of freedom.
The term “configurational entropy” has been used for the entropy
of the solute, usually without transitional and rotational con-
tributions.28 Upon ligand binding, the flexibility of the target
(DNA in our case) is likely to change, with the thermodynamic
consequence being the change of the configurational entropy.

In other words, a calculation of configurational entropy makes
it possible to assess the importance of the flexibility changes
for the thermodynamics of ligand binding. The essential role
of flexibility of the molecules involved in biochemical processes
has been recognized. Even in the computer-aided drug design
where static models have been applied in the docking-scoring
schemes, approaches to consider the changes of configurational
entropy upon binding tend to attract distinct attention.29 For
instance, Schlitter’s scheme to estimate entropy (see bellow) is
used in several free energy estimators or scoring functions,30-32

although the entropy of the ligand is considered and that of the
target is often ignored.28

In the past decades, computational approaches to estimate
the configurational entropy have been developed. The pioneering
method by Karplus and Kushick33 is based on the evaluation of
covariance matrix of fluctuations in internal coordinates. More
feasible approaches were proposed by Schlitter34 and by
Andricioaei and Karplus,35 which both of work with fluctuations
in Cartesian coordinates and are based on the quasi-harmonic
approximation; they have been thoroughly tested and frequently
used36-41 and provide nearly identical results. One of their
advantages is the possibility to evaluate the components of total
configurational entropy related to the various parts of the
molecule40 (e.g., the sugar-phosphate backbone and nucleobases
in the case of DNA).

In this work, we investigate four adenine-thymine (AT) rich
DNA species by means of MD simulations. The changes of
configurational entropy upon the intercalation of ellipticine are
evaluated, for the entire molecular system as well as for various
parts of it, to assess the role that the flexibility of these parts
plays in the thermodynamics of binding. The configurational
entropy changes of DNA upon intercalation are shown to depend
on the DNA sequence, indicating the possible importance of a
correct account for the structural flexibility of DNA in the
studies of ligand binding or even in the design of efficient
ligands.

Methods

MD Simulations. The B-like structure of each of the four
AT-rich DNA sequences (see Table 1) was generated with the
Nucgen program from the AMBER 9 suite.42 With the Xleap
module of AMBER 9, the intercalation site was prepared
manually by increasing the distance between two respective
hexamers, while a spurious deformation of the phosphates
connecting the hexamers was avoided by a simple relaxation
available in the program. A protonated molecule of ellipticine
was manually docked into the resulting cavity within the central
TA step. Both possible orientations with the pyrrole nitrogen
oriented into the major or the minor groove were prepared. Note
that each of the sequences possesses two further TA steps (apart
from the intercalation site), which are located two base pairs
away from the intercalation site in the case of A and B and
three base pairs away in case of C and D. The structures are
provided as PDB files in Supporting Information.

For the simulations, the Gromacs 4 program package43 along
with the parm99 force field44 including corrections for the

Figure 2. Schematic representation of the studied orientations of
ellipticine in the intercalation site; top view with a base pair below the
intercalator. Top: “int1”, the nitrogen atom in the five-member ring
(pyrrole) is oriented toward the major groove; bottom: “int2”, the
pyrrole nitrogen atom is oriented toward the minor groove. Red:
thymine nucleotide; blue: adenine nucleotide; yellow: intercalator (gray:
nitrogen atoms).

TABLE 1: Palindromic DNA Duplex Sequences Studieda

A 5′-CGATAT(int)ATATCG-3′
B 5′-CGTTAT(int)ATAACG-3′
C 5′-CGTAAT(int)ATTACG-3′
D 5′-CGTATT(int)AATACG-3′

a The TA steps are in boldface, and (int) denotes the ellipticine
intercalation site.
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backbone dihedral angles45 was used systematically. The atomic
charges of the ligand were derived by means of the RESP
technique46 based on the electrostatic potential calculated at the
HF/6-31G* level using the Gaussian 03 package (revision
C.02).47 The remaining parameters of the ligand were assigned
from the GAFF force field48 designed for organic molecules,
which is fully compatible with parm99.

The solute was solvated with approximately 10 000 TIP3P
water molecules49 in a cubic box with the edge length of 6.7
nm and neutralized with an appropriate number of Na+ ions
placed according to the electrostatic potential. The MD
simulations were performed under periodic boundary condi-
tions, at a constant temperature of 300 K and a constant
pressure of 1 bar, maintained by the Nosé-Hoover50,51 and
the Parrinello-Rahman52 algorithms, respectively. The length
of all of the bonds involving a hydrogen atom was constrained
to the respective equilibrium value by a parallel version of
the LINCS algorithm,53 which made it possible to use an
integration time step of 2 fs. The long-range electrostatic
interactions were treated with the PME algorithm54 with a
1.2 nm direct-space cutoff. The Lennard-Jones (LJ) interac-
tions were cut off at the separation of 1.2 nm, and the
neighbor list was updated every 10 steps. The center-of-mass
translation was removed.

Prior to the 60 ns production run, an equilibration was per-
formed. Water molecules were minimized in 100 cycles, fol-
lowed by a minimization of the whole system (including the
DNA). Subsequently, the water was heated to 300 K within a
20 ps constant-volume simulation with position restraints on
the DNA. In a subsequent 20 ps constant-pressure simulation,
the position restraints were released, and the entire system was
heated to 300 K. The equilibration was concluded with a free
1 ns constant-pressure simulation. The structure of the solute
was recorded every picosecond.

Estimation of Entropy. The configurational entropy can be
estimated according to both Schlitter and Andricioaei and
Karplus, as the entropy of the one-dimensional quantum-me-
chanical harmonic oscillator (eqs 1 and 2)34,35

where p is the reduced Planck constant and ω is the harmonic
oscillator frequency. Schlitter further introduced the approxima-
tion in eq 3 and proved that S e SHO < S′.34

A complex molecular system with many degrees of freedom is
approximated by a system of uncoupled harmonic oscillators.
The necessary frequencies ω can be obtained by means of the
quasi-harmonic analysis, employing a diagonalization of the
mass-weighted covariance matrix. This approximation assumes
a multivariate normal distribution of the atomic fluctuations.
Following Andricioaei and Karplus, the entropy is obtained as

where the sum runs over all 3N - 6 nonzero λi eigenvalues of
the mass-weighted covariance matrix in Cartesian coordinates.
This provides a tighter upper bound to the true entropy than
Schlitter’s formula. The advantage of Schlitter’s procedure is
that it may be transformed to a simple calculation of a deter-
minant of a matrix, which was more computationally efficient
than diagonalization at that time. Still, both approaches yield
results that are identical within numerical precision, and
Schlitter’s formula was tested for DNA by Harris and Laugh-
ton41 with excellent results.

In this work, the mass-weighted covariance matrix was
evaluated and diagonalized by the tools provided with Gromacs
4 simulation package.43 The obtained eigenvalues were con-
verted to frequencies (eq 5), and the entropy was calculated
(eq 4).

In our calculations, the global translational and rotational
entropy were removed with a least-squares fitting to a reference
structure. As the reference in every calculation of entropy, we
used a structure calculated as an average over all frames fitted
to the first frame of the particular trajectory. Such an average
structure might be iteratively improved until convergence is
reached. Our resulting entropies are, however, rather insensitive
to the iterative improvement of the reference structures; thus,
they may be considered converged with respect to the quality
of the reference structure.

It has to be noted that the separation of the translational
entropy of the solute is correct without any approximation,
whereas the separation of rotational entropy assumes a negligible
correlation between the internal motion and the overall rotation
of the solute, as discussed by Schäfer et al.37

We estimated the configurational entropies for various parts
of the DNA double-helical species. In all of the calculations,
only non-hydrogen atoms were considered. The error brought
about with this assumption may be neglected as we focus on
the entropy changes rather than absolute values; this approxima-
tion is discussed in refs 27 and 36, where the contribution of
the fast motion of hydrogen atoms to configurational entropy
is found to be negligible. The cytosine-guanine pairs at the
end of the DNA strands were excluded from the analysis. The
entropy was estimated for the following parts of the DNA
species (Figure 3):

1. Helix: all of the non-hydrogen atoms of the DNA double-
helix excluding the outer C and G nucleotides.

2. Backbone: the non-hydrogen atoms of the sugar and
phosphate moieties belonging to the A and T nucleotides.

3. Bases: the non-hydrogen atoms of the A and T nucleobases.
4. Base pair: the non-hydrogen atoms of two hydrogen-

bonded bases (A and T).
5. Step: the non-hydrogen atoms of two neighboring base

pairs.
The fitting of the structure was performed for each part of

interest (of those presented in Figure 3) separately, and this
procedure prevented an undesired correlation of the obtained
entropies with other parts of the system.

As reported previously, the calculated entropy depends on
the length of the MD trajectory used for the analysis and should
converge with increasing trajectory length. Therefore, for the
calculation of entropy, the trajectories were divided to non-

SHO ) kR
eR - 1

- k ln(1 - e-R) (1)

R ) pω
kT

(2)

S′ ) 1
2

k ln(1 + e2

R2) (3)

SAK ) k ∑
i

3N-6 pωi/kT

epωi/kT - 1
- ln(1 - e-pωi/kT) (4)

ωi ) √kT/λi (5)
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overlapping intervals of varied length, namely, 2, 5, 10, 20, and
60 ns; then, the obtained entropies were averaged for every
respective length of the time interval t. Following Harris et
al.,38,41 we extrapolated the entropies to an infinitely long
simulation by using an empirical equation (eq 6).

The parameters Sinf, A, and B in eq 6 were obtained by fitting
St to the values of entropy obtained from 2, 5, 10, 20, and 60
ns long simulations. Sinf represents the estimation of entropy
for an infinitely long simulation, whereas no physical interpreta-
tion has yet been established for parameters A and B.41

Calculation of Interaction Energy. A crucial component
of the enthalpy of formation of a molecular complex is the
interaction energy. For the two binding modes of ellipticine
(Figure 2), the interaction energy of ellipticine and DNA double
helix was estimated and averaged along the respective MD
trajectory. The interaction energy Ei was calculated for each
trajectory frame as the sum of Coulomb and LJ terms:

(The first sum runs over the atoms of the intercalator, the second
sum runs over all atoms of DNA, qi and qj are atomic charges,
ε0 is the permittivity of vacuum, rij is the interatomic distance,
and C12,ij and C6,ij are LJ pair parameters.) The parameters as
well as the atomic charges for DNA were assigned from the
AMBER parm99 force field;44 LJ parameters for ellipticine were

taken from the GAFF force field,48 and the charges for ellipticine
were obtained with the RESP fitting technique as described
above. An increased cutoff distance of 3.3 nm was applied for
both Coulomb and LJ terms in the calculation of interaction
enthalpy.

Results and Discussion

Simulations. The simulations of bare DNA showed a stable
behavior, with all studied sequences. The root-mean-squared
deviation (rmsd) calculated with respect to the first frame of
the trajectory displays no drift (Figure 4). The same is true about
the simulations of DNA...ellipticine complexes with the “int1”
orientation. In sequences A and B, however, the simulations of
the “int2” orientation switched to “int1” after about 55 and 25
ns, respectively. These simulations were repeated with different
starting coordinates and velocities taken from the equilibrated
ensemble, resulting in a stable “int2” orientation, in both A and
B. In case of sequences C and D, the “int2” orientation remained
stable within the simulation time. Representative snapshots taken
from simulations of bare DNA as well as of the complex with
ellipticine (“int1” orientation) are shown in Figure 5.

During all simulations, the outermost CG pairs assumed a
non-Watson-Crick arrangement temporarily (for a few nano-
seconds) on several occasions; the occurrence of such events is
well-known in the MD simulations of DNA and affects neither

Figure 4. rmsd of non-hydrogen atoms with respect to the first frame of the trajectory.

Figure 3. Parts of the DNA double helix for which the configurational
entropies were estimated. Red: DNA bases; gray: sugars; black:
phosphates. 1. “Helix”, 2. “Backbone”, 3. “Bases”, 4. “Base pair”, 5.
“Step”.
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Figure 5. Representative snapshots from the simulation of a DNA
double helix with (right) and without (left) the intercalator. Blue:
adenine nucleotides, red: thymine nucleotides, gray: cytosine and
guanine nucleotides, yellow: ellipticine (“int1” orientation).
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the stability of the double helix nor the aim of this study, which
is to discuss only the inner AT base pairs. The rarely registered
intervals of trajectory with a non-Watson-Crick arrangement
of the inner AT pairs were excluded from the analysis. These
intervals were identified by calculating the stretch helical
parameter for all AT base pairs as defined by Olson et al.55,56

The trajectory frame was excluded from the analysis if the
stretch parameter was outside of the interval of regular fluctua-
tions (usually larger than 0.06 nm).

Entropy of the Entire Double Helix. The configurational
entropies multiplied by the temperature (300 K) for the four
different AT-rich DNA sequences are plotted in Figure 6 (left
panel), and the entropy changes for an infinite simulation are
summarized in Table 2. An extended version of Table 2
containing absolute entropies is provided in the Supporting
Information.

The convergence of entropies is satisfactory and is slightly
better for bare DNA (black lines) than for the DNA...ellipticine
complexes (red and blue lines). The fitting of a function in eq
6 to the obtained data resulted in a correlation coefficient almost
equal to one. The parameter B for the simulations of bare DNA
(i.e., without intercalator) reaches a value close to 2/3 as used
in ref 38 and discussed in ref 41, whereas it is significantly
smaller for the trajectories with the intercalator (ca. 0.45 for
“int1” and 0.54 for “int2”).

The intercalation of ellipticine in the “int1” orientation (the
pyrrole nitrogen oriented toward the major groove, Figure 2) is
accompanied by an increase of configurational entropy of the
DNA of all studied sequences, although the increase is consider-
ably smaller in the case of D than in A, B, and C (see the
extrapolated values in Table 2). The configurational entropy
contribution to the free energy change for the “int1” orientation
varies in the range of 8-38 kcal ·mol-1. For the “int2” ori-
entation (the pyrrole nitrogen oriented toward the minor groove,
Figure 2), the calculated entropies are smaller, in the range of
-1 to 14 kcal ·mol-1; the value is negative for the sequence D.

This indicates that the magnitude of the changes of flexibility
of the DNA helix upon intercalation depends not only on the
targeted sequence but also on the orientation of the ligand. The
increased flexibility is in contrast with the increased rigidity of the
DNA helix upon minor groove binding, observed previously.38,57

Entropy of the Backbone and of the Nucleobases. The
configurational entropies of the backbone and of the bases (see
the Methods section) multiplied by the temperature are plotted
in Figure 6 (middle and right panels). The values extrapolated
for infinite simulation are summarized in Table 2. Obviously,
the major part of the change of entropy upon intercalation into
all sequences is carried by the sugar-phosphate backbone, while
the system of nucleobases exhibits a significantly smaller change
of entropy. In the case of sequence D, the change of entropy of
the backbone is clearly smaller than in the other sequences,
which is also reflected in the smaller change of entropy of the
whole DNA (“Helix”), as described in the previous section. In
all sequences, the configurational entropy of the backbone
increases for both orientations of ellipticine, and the increase
is smaller with the “int2” than with “int1”.

Unlike the case of backbone, the entropy change of the system
of nucleobases is quite small; T∆S increases by 3-5 kcal ·mol-1

for sequences A, B, and C, whereas it decreases by 2 kcal ·mol-1

for sequence D (“int2” orientation). Again, the changes are more
significant for the “int1” orientation of the ligand. This shows
that the intercalation induces dramatic changes of the dynamics
of the DNA backbone while leaving the dynamics of the

Figure 6. Dependence of calculated configurational entropy on the length of the MD trajectory. Black lines and circles: bare DNA, red:
DNA...ellipticine complex with “int1” orientation, blue: DNA...ellipticine complex with “int2” orientation. Note the identical y-axis range throughout
every column. Circles: entropic contributions to the free energy (T ·S in kcal ·mol-1) calculated at 300 K, solid lines: fitted functions (see the
Methods section).

TABLE 2: Change of Configurational Entropy upon
Intercalation at 300 K: T∆S in kcal ·mol-1, Calculated for
Various Parts of the Molecular System (See Text or Figure 3
for a Definition)

sequence A B C D

helix (int1)-helix (DNA)a 33.2 27.0 38.3 8.5
helix (int2)-helix (DNA) 3.8 5.6 14.0 -1.4
backbone (int1)-backbone (DNA) 39.3 27.4 38.5 12.6
backbone (int2)-backbone (DNA) 2.2 3.3 16.6 2.5
bases (int1)-bases (DNA) 5.2 3.5 5.5 -2.1
bases (int2)-bases (DNA) -0.4 -1.1 -0.7 -2.2

a Difference of entropies extrapolated to an infinitely long simu-
lation.
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nucleobases rather untouched. Upon the creation of the binding
site, that is, the separation of two base pairs accompanied by
the reorganization of the sugar-phosphate backbone, the
backbone experiences an increased flexibility, hence “feeling”
the presence of the ligand much more strongly than the base
pairs do. This is true for the sequences with the central ATAT
tetramer (A, B, and C) but not quite so for the sequence D with
the TTAA tetramer, where the possible increase of dynamical
flexibility is effectively damped.

To identify the flexibility changes within the sugar-phosphate
backbone, we evaluated the difference of backbone dihedral
angles ε (C4′-C3′-O3′-P′) and � (C3′-O3′-P-O5′). This
difference defines the BI and BII conformations of B-DNA as
described by Hartmann et al.58,59 The typical value of ε-� is
-90° for BI and +90° for BII. The probability distributions of
ε-� for one of the phosphates in the intercalation site are plotted
in Figure 7, and the fractions of BI and BII conformations are
summarized in Table 3. The behavior of both phosphates in an
intercalation site is identical (data not shown). The distributions
display a single peak at around -90° for all simulations of bare
DNA (Figure 7, black lines), indicating the common BI
conformation. The situation changes upon the intercalation into
sequences A, B, and C, where a bimodal distribution with peaks

around -90° and +160° is observed (Figure 7, red and blue
lines). So, the phosphate in the intercalation site spends a certain
part of the simulation time in the BI conformation, but it
undergoes transitions to a BII-like conformation very often
(many times per nanosecond). This transition is, however,
involved only within the intercalation site, and the other
phosphates are unaffected by the intercalation (data not shown).

A different distribution of ε-� is observed for the sequence
D. Upon intercalation, the peak at -90° corresponding to the
BI conformation vanishes almost completely, especially with
the “int2” orientation of the ligand (Figure 7, sequence D, blue
line). This points out that intercalation into the central TTAA
tetramer is connected with a complete transition of the phos-
phates in the intercalation site into a BII-like conformation.
According to Hartmann et al., DNA is notably more rigid in a
BII conformation than in BI;59 our finding of the small or even
nonexistent increase of configurational entropy upon intercala-
tion into the TTAA tetramer in sequence D might be explained
by the conformational transition of the backbone.

A methodological remark has to be made in this place. The
quasi-harmonic approximation assumes the fluctuations of
atomic coordinates adopting a multivariate normal distribution,
which means that there should be only one equilibrium structure
of the molecule, or in other words, that each atomic coordinate
should fluctuate around a single equilibrium value. Unfortu-
nately, the bimodal distribution of ε-� dihedral angles indicates
that this was most likely not the case, in the simulations of
intercalation complexes A, B, and C, and the entropy calculated
here was most likely overestimated. Indeed, this becomes clear
when comparing the calculated entropy changes upon intercala-
tion with the expected enthalpic cost of the creation of an
intercalation site. In our earlier work25 we estimated this
deformation energy of DNA at 20-24 kcal ·mol-1. Subtracting
the favorable change of entropy (of around 30 kcal ·mol-1) from
this value, we would obtain a negative free energy, meaning
that the DNA double helix would unwind spontaneously,
creating an intercalation site; undoubtedly, this would be an
absurd conclusion. Whereas it seems to be obvious that the
(possibly quite frequent) conformational transitions of phos-
phates within the intercalation site between the BI- and BII-
like states will increase the configurational entropy of DNA as
the phosphate groups experience increased conformational
freedom, the calculated value of entropy change is clearly
overestimated. This finding illustrates that the approach based
on quasi-harmonic approximation truly yields merely an upper
bound of the configurational entropy, and care must be taken
in the analysis of the results, in particular with respect to the
possibility of local violation of the involved approximation(s).

Entropy of the Nucleobase Pairs. The configurational
entropy calculated for each of the AT pairs (according to the
definition in the Methods section) is plotted in Figure 8, left
panel. The values obtained for 60 ns trajectories are presented;
the calculated entropy converges very quickly with the length
of simulation for these systems, reaching 98% of Sinf already in
a 5 ns simulation. The presented quantity covers the entropy
changes within a particular base pair and is unaffected by any
correlation with the other base pairs; no information is provided
here on how the motion of one base pair affects the motion of
another.

The black lines in Figure 8 represent the entropy obtained
from the simulations of bare DNA. All of the sequences are
palindromic, and so symmetrical lines could be expected. Indeed,
the left-right symmetry with respect to the intercalating site

Figure 7. Probability distribution function of the difference of
backbone dihedral angles ε-� calculated for one of the two phosphates
in the intercalation site (between the sixth and the seventh base pair).
Black: bare DNA, red: “int1” orientation of the ligand, blue: “int2”
orientation of the ligand.

TABLE 3: Fractions of Simulation Time Spent in the BI
and BII Conformation, by One of the Two Phosphates in the
Intercalation Site, in %. Results for Bare DNA (“DNA”) as
well as for Intercalative Complexes (with Both Orientations,
“int1” and “int2”)

A B C D

sequence BIa/BIIb BIa/BIIb BIa/BIIb BIa/BIIb

DNA 98/2 99/1 99/1 79/21
“int1” 35/65 31/69 28/72 18/82
“int2” 33/67 42/58 33/67 5/95

a Integral of the probability distribution function over the interval
(-130°, +70°). b Integral of the pdf over the interval (0°, +180°)
and (-180°, -130°).
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located between the sixth and the seventh base pair is evident
in all sequences.

The sequence A is composed of regularly alternating adenines
and thymines, as a result of which each base pair contains the
same amount of entropy (resulting in a straight black line). The
sequences B, C, and D are more heterogeneous, and thus the
course of base-pair entropies along the strand is more complex.

Upon intercalation (red and blue lines), the entropy of the
base pairs nearest to the binding site decreases by about 0.5
kcal ·mol-1 per base pair, in all sequences. The red and blue
lines need not be symmetric anymore because of the left-right
asymmetry of the ellipticine molecule (Figure 1). However, the
asymmetry of the red and blue lines is fairly weak, indicating
a weak effect of the asymmetry of the intercalator.

The sum of entropies of the individual base pairs (lines “Base
Pairs” in Table 4) is relatively large though, but nearly identical
for all DNA sequences studied: it was found in an interval
narrower than 1 kcal/mol for the simulations of bare DNA and
in an interval of 2.5 kcal/mol for the simulations of intercalation
complexes. Such an agreement may be explained simply by the
fact that, for every simulation, the calculations are performed
on eight identical molecular systems, AT base pairs, and the
rest of the DNA is not taken into account. From another point
of view, this agreement suggests that the variation of entropy
of the system of nucleobases among the studied DNA sequences
is hidden exclusively in the motion of hydrogen-bonded base
pairs relative to the others, that is, the “interbase-pair” motion,
rather than that within one or several particular isolated base
pair(s) (“intrabase-pair” motion). Much the same, this intrabase-
pair entropy hardly changes upon intercalation, in particular in
case of the “int1” binding into sequences A, B, and C, where
the touched entropy change is negative and of a magnitude of
up to 1 kcal ·mol-1.

The sum of entropies of the individual base pairs can be
compared with the entropy of the system composed of all of
the bases, and the difference between these figures quantifies
the thermodynamic role of the interbase-pair motion, see the
“difference” lines in Table 4. These values are clearly larger
than those obtained for the intrabase-pair motion (“Base Pairs”

in Table 4), for the intercalation in the “int1” mode into
sequences A, B, and C; no clear trend is seen in the remaining
cases. Thus, the increased intrabase-pair conformational flex-
ibility of the DNA double strand contributes favorably to the
free energy of intercalation. However, it must be noted that this
contribution is tiny in comparison with the change of configu-
rational entropy of the backbone.

Entropy of the Base-Pair Steps. Configurational entropy of
the base-pair steps is plotted in Figure 8, right panel. As in the
case of the base pairs, the values from 60 ns simulations are
considered to be converged and are presented here.

The entropies obtained from the simulations of bare DNA
(black lines in Figure 8) are symmetric with respect to the
central 6-7 steps, in accordance with the symmetry of the
sequences. In all of the sequences, the TA steps “contain”
more entropy than the AT steps, which is consistent with
the previous observation of the larger flexibility of these
steps.16 The entropic contribution to the free energy change
upon intercalation amounts to 1-3 kcal ·mol-1 per step,
depending on the sequence.

The entropy of steps increases upon intercalation of the ligand
in orientation “int1” (red lines), with the exception of sequence
D, where a decrease of about 1 kcal ·mol-1 is observed. The
entropy remains nearly constant upon intercalation of the ligand
in orientation “int2”, again with the exception of sequence D
where the entropy decreases by about 1 kcal ·mol-1. In general,
the shape of the black, red, and blue lines is very similar. A
weak asymmetry of entropies is seen for the intercalated DNA,
being most apparent at the binding site and decaying with
increasing distance from the binding site. Also, it may be
inferred from the data in Figure 8 that the effect of the ligand
to the flexibility of nucleobases is localized to the intercalation
site and its nearest neighborhood.

Enthalpic Changes. The calculated contributions to the
changes of enthalpy upon intercalation in both modes “int1”
and “int2” are presented in Table 5. These values represent the
interaction enthalpy evaluated as the ensemble average of the
interaction energy (see the Methods section), and they exhibit

Figure 8. Entropy contributions of “Base pairs” and “Steps” at 300
KsT ·S in kcal/mol-1. Black: bare DNA, red: DNA...ellipticine complex
with “int1” orientation of the ligand, blue: DNA...ellipticine complex
with “int2” orientation of the ligand.

TABLE 4: Configurational Entropy Calculated for the
Individual Base Pairs (“Intra-base-pair” Entropy) and the
Difference from the Entropy of the System of Bases
(“Inter-base-pair” Contribution), as T ·S in kcal ·mol-1 a

sequence A B C D

bases (DNA)b 195.3 199.6 198.2 199.1
bases (int1) 200.6 203.0 203.7 197.0
bases (int2) 194.9 198.5 197.6 197.0
bases (int1-DNA) 5.2 3.5 5.5 -2.1
bases (int2-DNA) -0.4 -1.1 -0.7 -2.2
base pairs (DNA)c 118.0 118.5 118.7 118.6
base pairs (int1) 117.2 117.6 118.4 116.6
base pairs (int2) 116.0 116.5 117.3 116.4
base pairs (int1-DNA) -0.8 -1.0 -0.3 -2.0
base pairs (int2-DNA) -1.9 -2.0 -1.4 -2.2
difference (DNA)d 77.4 81.0 79.6 80.6
difference (int1) 83.4 85.5 85.3 80.4
difference (int2) 78.9 82.0 80.3 80.6
difference (int1-DNA) 6.0 4.5 5.7 -0.2
difference (int2-DNA) 1.5 0.9 0.7 0.0

a In bold typeface is presented the change of entropies upon
intercalation, to be compared with the data in Table 2. b Extra-
polated entropies of the system of all base pairs (“Bases”) for an
infinitely long simulation. c Sum of individual base pair entropies
(cf. Figure 8, left panel)sthe “intrabase-pair” entropy. d Difference
of the values “Bases” and “Base Pairs”san estimate of the “inter-
base-pair” entropy.
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good convergence with respect to the length of the simulation
(data not shown). The large magnitude of the interaction energies
is caused by the strong electrostatic interaction between the
cationic intercalator and the negatively charged phosphates; in
our analysis, we will concentrate merely on the difference of
these interaction energies, as a component of the difference of
enthalpy change upon intercalation.

Once we assume that the de/solvation changes of DNA and
the ligand are independent of the exact DNA sequence and the
orientation of intercalator, the enthalpies in Table 5 together
with the configurational entropy changes in Table 2 may be
used to assess the affinity of the intercalator to the various
sequences as well as the preferred mode of intercalation. As
for the difference of reaction enthalpy, the orientation “int1”
seems to be preferred to “int2” in all studied sequences, with
the difference of contributions to the free energy amounting to
about 10 kcal ·mol-1. Recalling that the calculated changes of
configurational entropy were more favorable for the binding in
the “int1” orientation, as well, it may be concluded that this
binding mode of ellipticine appears to be thermodynamically
more stable than “int2”.

This statement seems to be in partial agreement with the
report by Elcock et al.12 who studied the binding of 9-hydrox-
yellipticine into poly(AT) DNA and obtained a structure of
intercalative complex with the pyridine nitrogen oriented into
the major groove, however, on the basis of quite short MD
simulations. The orientation of the pyrrole nitrogen was not
clearly specified, and as discussed in ref 12 the resulting
structure was stabilized by the interaction of the hydroxyl group
with water in the minor groovesan interaction that cannot occur
with ellipticine lacking the hydroxyl group. In addition, the
pyridine nitrogen in our simulations tends to be oriented close
to the edge of the major groove, creating a hydrogen bond with
the O4′ atom of one of the sugars in the backbone occasionally.

Summary

The change of the configurational entropy of four AT-rich
double-helical DNA species upon the intercalation of ellipticine
was studied. It was shown that the entropy change favors the
binding of ellipticine into all of the presented sequences except
for one (into sequence D in the “int2” orientation). While the
entropy changes are comparable for the sequences A, B, and
C, it was found substantially smaller for the sequence D. This
may be explained by the appearance of BI-/BII-like conforma-
tional transitions. Upon the intercalation of ellipticine, DNA
species with the central tetramer TTAA undergoes a confor-
mational change from BI- to BII-like. Consequently, the sugar-
phosphate backbone within the intercalation site adopts a more
rigid arrangement. An incomplete transition occurs in the DNA
species with the central tetramer ATAT, accompanied by an
increase of conformational flexibility.

On the basis of the calculated entropic and enthalpic changes,
we suggest the “int1” orientation of ellipticine (with the pyrrole
nitrogen atom oriented toward the major groove) to be more
stable than the “int2” orientation. Taking also previous results
of X-ray experiments and MD simulations7,12,14 into account,
our results indicate that the actual binding motif is certainly

dependent not only on the chemical identity of the ligand but
also on the targeted sequence.

The change of conformational flexibility of the DNA con-
tributes to the binding free energy (by way of configurational
entropy) as much as 38 kcal ·mol-1 (for sequence C, orientation
“int1”). Although the presented values constitute the upper
bound to the entropy and their overestimation due to the local
violation of the quasi-harmonic approximation cannot be ruled
out (especially for the central pair of phosphates in sequences
A, B, and C), the contribution of configurational entropy must
still be considered crucial with respect to the magnitude of the
total binding free energies of common noncovalent biomolecular
complexes of up to 15 kcal ·mol-1, for ellipticine for instance
about 6 kcal ·mol-1 as measured by Kohn et al. in ref 6. Hence,
the changes of configurational entropy should be properly
accounted for in studies of ligand binding processes.

We have observed that the major part of the increase of
configurational entropy comes from the increased flexibility of
the sugar-phosphate backbone, whereas the entropy change of
the system of nucleobases is much smaller. Again, the properties
of the central tetramers TTAA and ATAT differ substantially
in this respect.

The magnitude of conformational flexibility changes assessed
in this work manifest the important role of the configurational
entropy term in the free energy estimators as well as in the
scoring functions, comprehending not only the changes of
flexibility of the ligand but mainly that of the target. A correct
account for this effect does not need to be straightforward,
especially in the case of flexible molecules like proteins where
the quasi-harmonic approximation may be invalid.
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Table 2. Change of configurational entropy upon intercalation at 300 K – T.DS in kcal/mol-1., calculated 

for various parts of the molecular system. 

Sequence A B C D

Helix (DNA)a 468.0 474.8 462.6 466.6

Helix (int1) 501.2 501.7 501.0 475.1

Helix (int2) 471.8 480.4 476.6 465.2

Helix (int1-DNA) 33.2 27.0 38.3 8.5

Helix (int2-DNA) 3.8 5.6 14.0 –1.4

Backbone (DNA) 313.3 319.3 303.8 306.9

Backbone (int1) 352.6 346.7 342.3 319.5

Backbone (int2) 315.3 322.6 320.4 309.4

Backbone (int1-DNA) 39.3 27.4 38.5 12.6

Backbone (int2-DNA) 2.2 3.3 16.6 2.5

Bases(DNA) 195.3 199.6 198.2 199.1

Bases (int1) 200.6 203.0 203.7 197.0

Bases (int2) 194.9 198.5 197.6 197.0

Bases (int1-DNA) 5.2 3.5 5.5 –2.1

Bases (int2-DNA) –0.4 –1.1 -0.7 –2.2

a extrapolated entropies for infinitely long simulation
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1. INTRODUCTION

Computer-assisted drug design represents an attractive and
useful tool for pharmaceutical research, and the main advantage
of the procedure is the expected reduction of the number of
systems that should be synthesized. The modeling of the forma-
tion of the protein�ligand (P�L) complex from the free
subsystems in a water environment,

Pw þ Lw T ðP� LÞw ð1Þ

represents a crucial step in the drug-design process.1 The aim of
the theoretical description is the evaluation of the binding free
energy, which is expected to be directly proportional to the ligand
potency.2 The evaluation of the absolute values of the binding
free energies is impractical. The relative binding free energies for
similar ligands acting on the same target can be estimated by
using thermodynamic integration3,4 or free-energy perturbation
techniques.4,5 The use of these advanced molecular dynamics
methods for different ligands acting on different proteins is
computationally demanding and thus limited, hence other,
simpler procedures should be applied. To save computer resources,
often a single-conformation approach is adopted, which means
that the flexibility of the object (target, ligand or both) is
neglected. Especially for high-throughput studies, the flexibility
issues are beyond the limit.6�8 Recently, we have introduced a
novel protein�ligand scoring procedure based on a semiempi-
rical quantummechanical (SQM) Hamiltonian.9 Here the score,

which approximates the binding free energy and stands for a
measure of the ligand affinity, is constructed as a sum of various
contributions:9

1 the binding enthalpy of the P�L complex in a water
environment;

2 the solvation/desolvation free energy of a ligand and
protein;

3 the deformation energies of the ligand and protein; and
4 the change of the entropy accompanying the P�L complex
formation in a water environment.

All of the contributions are important, and none of them
can be neglected. Most attention is paid to the evaluation of the
first two energies, and in the majority of cases the empirical
potentials or even their simplifications are used.8,10,11 Their main
drawback consists of their neglecting the quantum effects
(proton and electron transfer, description of the halogen bond
etc.), which is, however, correctly covered by our SQM PM6-
DH2method. Another important feature of our new score is that
every physical term is calculated using the most accurate method
available. The score is thus constructed as a sum of the PM6-
DH2 interaction enthalpy,12,13 changes in the SMD solvation
and PM6-DH2 deformation energies14 and the empirical-force-
field-based vibrational entropy change. No adjustable empirical
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ABSTRACT: In this study, an extensive sampling of the
conformational space of nine HIV-1 protease inhibitors was
performed to estimate the uncertainty with which a single-
conformation scoring scheme approximates the ligand�protein
binding free energy. The SMD implicit solvation/desolvation
energy and gas-phase PM6-DH2 energy were calculated for a
set of 1600 conformations of each ligand. The probability
density functions of the energies were compared with the values
obtained from the single-conformation approach and from a
short ab initio molecular dynamics simulation. The relative
uncertainty in the score within the set of nine inhibitors was calculated to be 3.5 kcal 3mol�1 and 2.7 kcal 3mol�1 for the single-
conformation and short dynamics, respectively. These results, though limited to the consideration of flexible ligands, provide a
valuable insight into the precision of rigid models in the current computer-aided drug design.
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parameters for the particular energetic terms and for specific
ligands are used as was the case, for instance, in references
15�17.

This scoring approach was successfully applied on two series
of diverse inhibitors, namely, HIV-1 protease (PR)9 and CDK2
kinase inhibitors.18 In both studies, the interaction enthalpies of
the P�L complexes represent the dominant terms, and, owing to
the reliable PM6-DH2 technique, we expect these to be suffi-
ciently accurate. (For the twenty-two complexes included in the
S22 data set, the PM6-DH2 method provides interaction en-
ergies within 1 kcal 3mol�1 of the benchmark CCSD(T)
values.)13

In the case of evaluation of the solvation/desolvation free
energies, the situation is, however, different. In both studies
mentioned above, the desolvation energies of the ligands were
very large, comparable to the interaction enthalpies, but with the
opposite sign. While the interaction enthalpies are negative and
thus encourage binding, the ligand desolvation free energies are
positive and thus oppose the binding. The main problem here,
however, originates not in the choice of the solvation model but
in the choice of the ligand structure used for the evaluation of the
change of the solvation free energy.

The solvation free energy is quite well-defined for rigid
molecules such as benzene or methane. It represents the free
energy change connected with the transfer of the molecule from
the gas phase (vacuum) into bulk water. For a flexible molecule,
the interpretation of the solvation free energy is not straightfor-
ward. In this case, we cope with an ensemble of distinct
conformations, and the solvation energy calculated for a single
conformation stands for the free energy of the vacuum�water
transfer under the assumption that the single conformation
represents an equilibrium structure of the molecule in both the
vacuum and solvated states. It is, however, not very clear to what
extent this assumption is valid.

Our score contains a term which describes a change of the
solvation free energy upon ligand binding. Apart from the
protein solvation energy change, this is constructed as the
difference of the solvation energy of a ligand conformation in
water and of the ligand conformation restrained by protein
surroundings. The conformation in a water environment is
often approximated by a structure taken from the P�L complex

that is optimized with an implicit solvent.9,17 More reliable
ligand conformations are expected from the molecular dy-
namics (MD) simulations followed by a gradient optimization
(quenching technique). In the case of rigid ligands, the opti-
mization with an implicit solvent model is justified. However,
for a flexible ligand, the latter approximation seems to be better
suited.

In the present paper, we have reexamined the choice of the
ligand conformation for which the solvation energy is computed
by performing a standard MD simulation and by calculating the
conformational energy. We selected complexes of HIV-1 pro-
tease with nine inhibitors which had been briefly studied in our
previous paper. All of the inhibitors considered are very flexible.
Here, the conformational energy denotes the sum of the solva-
tion energy calculated for a particular ligand conformation and of
the gas phase electronic energy which also relates to the
particular ligand conformation. The difference of the electronic
energies between the two different conformations would be
called “deformation energy” and the difference of the solvation
energies between the two conformations would be called the
“change in solvation energy”. When considering the P�L bind-
ing, one of the two conformations represents a bonded state in a
protein environment and the other represents the free state
in water.

The molecular dynamics simulations of the nonstandard
residues with an empirical potential usually face a problem of
partial charges. In MD, the concept of the point charges is
claimed to be essential even though the results might depend on
the choice of the atomic partial charges. Several publications have
tackled this issue.19�21 Throughout the study, the General
Amber Force Field (GAFF)22 was employed. The designers of
the force field recommend partial charges evaluated on the bases
of the RESP technique23 or calculated at the AM1-BCC level of
theory.24,25 We chose the RESP charges since the AM1-BCC are
parametrized to reproduce the RESP charges, as a result of which
the RESP charges should be more reliable. However, the charges
of both methods might be conformationally dependent, and it
can be expected that this dependence increases with the increas-
ing number of possible conformers. To eliminate any possible
dependency, we sampled the conformations with ten different
charge sets.

Figure 1. The chemical formulas of the HIV-1 PR inhibitors with their abbreviations. The number of atoms is provided in the parentheses.
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2. METHODS

We have studied the conformational energies of nine HIV-1
protease inhibitors, namely, amprenavir (APV) 1HPV,26 ataza-
navir (ATV) 2AQU,27 darunavir (DRV) 1T3R,28 indinavir (IDV)
2BPX,29 lopinavir (LPV) 1MUI,30 nelfinavir (NFV) 1OHR,31

ritonavir (RTV) 1HXW,32 Boc-Phe-Psi[(S)-CH(OH)CH2NH]-
Phe-Gln-Phe-NH2 (SAQ) 1IIQ33 and saquinavir (SQV)
3CYX.34 All nine ligands (see Figure 1) were considered to be
neutral, which is consistent with our previous work.9 The
biological activities of the ligands are presented in references
35�39.

The estimations of the conformational energies of nine HIV
PR inhibitors were performed in several steps: presampling,
sampling, and energy estimation. We plotted the probability
density functions of the energies and calculated their mean
values. The probability density function describes how likely is
to find the conformation with such an energy. Since called
“probability”, it is normalized to yield 1 when integrated.

The probability density functions of the energies were com-
pared with the results obtained from a short MD simulation with
a PM6-DH2 potential and with a single value calculated with the
ligand conformation presented in the P�L complex optimized
with an implicit solvent. In that sense, the mean values of the
probability density functions are considered as the “correct” ones
(i.e., not suffering from the single-conformation approximation)
and the comparison of the values obtained by other protocols is
presented with respect to them.
2.1. Presampling. The P�L complex’s experimental geome-

try was optimized at the PM6-DH2 level. The grid of the
electrostatic potential (ESP) points was calculated around the
bare ligand structure on the HF/6-31G* level.40,41 The partial
charges were fitted onto the grid according to the RESP
methodology; typically about 8000 grid points were used for
the fit. The bond, angle, torsion and atomic Lennard-Jones
parameters of each of the nine HIV PR inhibitors were assigned
from the GAFF force field using the Antechamber program from
the Amber program package42 with the default setup.
Each ligand was surrounded by TIP3P water molecules43 in

a cubic periodic box. The distance of the ligand from the edge
of the box was 1 nm, which resulted in approximately 1500
water molecules in the box. A short minimization of the ligand
and water molecules was performed to avoid any possible
close contacts. The system was heated during a 50 ps simula-
tion with the box volume kept constant, which was followed by
a 200 ps equilibration at a temperature of 300 K and under a
pressure of 1 bar. A Berendsen thermostat and barostat were
employed.44 The production consisted of a 200 ps simulation
at a temperature of 700 K and under a pressure of 1 bar. The
time step of 1 fs was used, and the structure of the ligand was
saved every 20 ps.
For each ligand, this yielded ten structures. Owing to the high

temperature, a variety of conformations was visited during rather
short MD simulations. It may be a question if the GAFF force
field, originally proposed for simulations at 300 K, is well-
behaved for simulations at significantly elevated temperature.
However, the conformations obtained at 700 K need not
represent the dynamics accurately here, since they only serve
as the initial points for the sampling, which was indeed done at
300 K. The variability of the ten conformations is demonstrated
by a root-mean-square deviation from the starting structure,
which was typically 0.35 nm.

2.2. Sampling. For each ligand, ten conformations were used
for a reevaluation of the RESP charges. Each ligand structure was
optimized at the PM6-DH2 level with the COSMO implicit
solvation model,45 the HF/6-31G* ESP points were calculated
and the partial charges were fitted onto them. The other
parameters were taken from the GAFF force field as men-
tioned above.
The water box preparation and equilibration protocol was the

same as described in the presampling section. Hereafter, ten
40 ns MD simulations of ligands with different RESP charge sets
were performed for each ligand at a temperature of 300 K and
under a pressure of 1 bar. A Nos�e�Hoover thermostat46,47 and
Parrinello�Rahmann barostat48 were used to obtain the correct
isobaric�isothermal ensemble. The ligand structures were saved
every 250 ps, which yielded 160 structures for each charge set.
For all of theMD simulations, theGromacs program package was
used.49

2.3. SMD and Gas Phase Energies. Each structure was
optimized at the PM6-DH2 level with the COSMO implicit
solvation model until the convergence criteria (the energy
difference between the two consecutive steps lower than 6 �
10�3 kcal 3mol�1 and a maximal gradient lower than 1.2 kcal 3
mol�1

3A
�1) were satisfied. With the final structure, the gas-

phase PM6-DH2 energy (denoted Evac) and solvation SMD/
HF/6-31G* energy (denoted ESMD) were calculated. The sum of
the two respective energies is presented as the conformational
energy (denoted Econf). In total, 1600 conformations for each of
the nine HIV PR inhibitors were evaluated. The normalized
probability density functions of the solvation, gas-phase electro-
nic and conformational energies were calculated.
2.4. PM6-DH2 Optimization and Quenching. The ligand

coordinates were taken from the PM6-DH2 optimized P�L
complex and reoptimized with the implicit COSMOmodel at the
PM6-DH2 level. The solvation SMD, gas-phase PM6-DH2 and
conformational energies—the sum of the previous two—were
calculated on the final structure. These values are referred to as
the “PM6-DH2 optimization” energies.
The PM6-DH2 simulations were performed with the implicit

COSMOwater model. A temperature of 500 Kwas kept constant
by an Andersen thermostat.50 The total simulation time was 50
ps with a time step of 1 fs. The ligand coordinates were saved
every picosecond, after which they were optimized at the PM6-
DH2 level with the COSMO water model. On the final

Figure 2. The variations of the atomic partial charges. For each atom,
the range between the minimum and maximum charge within the ten
charge sets is plotted. The ligand with the most negative binding free
energy (DRV) and the ligand with the least negative binding free energy
(SAQ)35�39 were chosen for illustration. The complete set of ligands is
available in the Supporting Information.
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structures, the ESMD, Evac and Econf were calculated and are
referred to as the “PM6-DH2 quench” energies. All of the PM6-
DH2 optimizations were performed with the same convergence
criteria (mentioned above).
For the PM6-DH2 and SMD calculations, Gaussian0951 and

Mopac52 programs were used.

3. RESULTS AND DISCUSSIONS

3.1. MD Simulations. For each ligand, we performed a series
of MD simulations which differed in the set of atomic partial
charges. The charges were calculated for ten different conforma-
tions (see Methods). Figure 2 shows the range of the charges for
two ligands. The difference between the minimal and maximal
charge within the set is plotted for each atom. About 10% of the
atoms usually embody a large conformational dependence while
the rest remain quite independent. The largest variation reaches
0.802 e for a carbon atom in one of the SAQ carbonyl groups. This
extremely large variation is, however, not accompanied by a
comparably large change in the conformational energy (see below).
We expect the lower variations of the charges of the other atoms to
compensate for the rarely occurrences of large variations. It is
surprising that the conformational energy is not very sensitive to the
particular charge distribution. Part of the conformational energy
insensitivity might also be “hidden” in the subsequent geometry
optimization, which is always done at the semiempirical PM6-DH2
level with a relatively correct charge distribution and which might
buffer the inaccuracy of the RESP charge models.
All of the simulations were stable; the fluctuations in tempera-

ture and pressure were within the normal range. In total, 400 ns
for each ligand were simulated. We believe that the simulations
sufficiently converge with respect to the mean values of particular
energies. The mean values of the 40 ns long simulations differ
only slightly. Their standard deviations are summarized in
Table 1. The entire probability density functions of darunavir
(DRV) are shown in Figure 3; the probability density functions
of all of the ligands are available in the Supporting Information.
The standard deviations fromTable 1might serve as ameasure

of two characteristics: first, the convergence of the simulations,
and second, the conformational dependence of the RESP
charges. The fact that some atomic partial charges vary signifi-
cantly seems to be quite unimportant in the sense of the SMD
solvation energy as well as the vacuum PM6-DH2 energy. The
probability density functions of all of the ten simulations
(Figure 3, DRV) are normal-like and localized with very similar
mean values. One has to bear in mind that there were ten
different starting conformations differing in partial charges on the
atoms. In the case of DRV, the RMSDs of the heavy atoms with

respect to the conformation 0 were within the range of 0.171 to
0.384 nm.
3.2. Energies.The probability density functions are plotted in

Figure 4. They were calculated for the set of 1600 values obtained
by the extensive MD sampling with an empirical potential (see
Methods). This does not, however, mean that the energies are
based on an empirical potential. The minimization at the PM6-
DH2 level ensures the relaxation of the snapshot from the
empirical MD onto a semiempirical potential energy surface
(PES). The conformation then represents the nearest semiem-
pirical minimum of the empirical PES.
The mean values of the probability density functions in

Figure 4 are also summarized in Tables 2 and 3 together with

Table 1. The StandardDeviations (std) of theMean Values of
the Probability Density Functionsa

ligand APV ATV DRV IND LPV NFV RTV SAQ SQV

std(ESMD) 0.76 0.44 0.79 1.16 0.53 0.58 0.59 0.82 2.03

std(Evac) 2.03 0.45 1.29 3.98 1.02 0.89 0.69 0.81 3.00

std(Econf) 1.37 0.44 0.55 3.57 0.87 1.10 0.54 0.63 1.74
a ESMD stands for SMD solvation energy, Evac stands for gas-phase PM6-
DH2 energy, and Econf stands for conformational energy, the sum of the
previous two. The standard deviations are calculated for the set of ten
mean values obtained from ten 40 ns long simulations. The simulations
differ in the charge set describing the ligand and the initial conformation
of the MD. All of the values are in kcal 3mol�1.

Figure 3. The probability density functions (pdf) of the SMD solvation
energy (ESMD), gas-phase PM6-DH2 energy (Evac) and their sum,
conformational energy (Econf). The pdfs for the different charge sets
calculated for ten ligand conformations are plotted. The pdfs are
constructed from the set of 160 values of each particular energy. The
1600 values of all of the runs were used for the last row (“all”). The black
vertical line indicates the mean value of pdf; the orange lines indicate the
values from the PM6-DH2 quench. The plots describing the most
potent drug, darunavir (DRV), were chosen for illustration. All of the
ligands are available in the Supporting Information.
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the PM6-DH2 quench and PM6-DH2 optimization values,
respectively. In Figure 4, the mean values are plotted as vertical
black lines, whereas the orange lines represent the values from
the PM6-DH2 quench. For each ligand and each energy, we
calculated the mean value and the standard deviation over the set
of ten simulations.
Omitting the flexibility of the ligand, i.e. considering those

values not obtained from extensive conformation sampling, we
introduce an error. Here, we present the errors connected
genuinely with the single-conformation approximation of various
extents (PM6-DH2 optimization and PM6-DH2 quench) when
compared with MD sampling, which is indeed multiple-confor-
mation approach.

For the set of nine HIV PR inhibitors, the average error in the
SMD solvation energy of the PM6-DH2 optimization (see
Table 2) is 0.4 kcal 3mol

�1 with a standard deviation of 3.9
kcal 3mol�1. The average of Evac is 1.1 kcal 3mol�1 with a
standard deviation of 4.5 kcal 3mol�1. The sum of ΔESMD and
ΔEvac increases the average to 1.5 kcal 3mol

�1 while it decreases
the standard deviation to 3.5 kcal 3mol�1.
The aim of the scoring is to rank the ligands according to their

binding free energy or, in other words, on the bases of the score
to distinguish the effective binders from the weak binders or
nonbinders. In that sense, the average values of the errors (i.e.,
absolute errors) are rather unimportant, because they represent
an average shift of all of the ligands. For a correct ranking, one
tries to minimize the relative shift between the ligands, as a
consequence of which the standard deviations (relative errors),
which tell us with what uncertainty the ligands might be sorted,
deserve greater attention.
The PM6-DH2 optimization yields structures which are

similar to those in the P�L complex. This results in a quite
small absolute error with a significant relative error. What seems
to be important is the fact that the differences between the MD
sampling and PM6-DH2 optimization are not of the same “sign”.
Undesirably, the ΔEconf is negative for NFV, RTV and SQV,
whereas it is positive for the rest of the ligands. That fact is
reflected in the standard deviation of ΔEconf being 3.5
kcal 3mol�1.
Table 3 and Figure 4 show that even a short PM6-DH2 quench

(MD followed by geometry optimization, see Methods) can
improve the results reasonably. In the case ofΔESMD, the error is
systematically shifted (cf. Figure 3) for all of the ligands. When
comparing the ΔESMD energies from the MD sampling and the
PM6-DH2 quench, the former are more negative by an average
value of 3.4 kcal 3mol�1, with the standard deviation being 3.5
kcal 3mol�1. The Evac are shifted in the opposite direction by an

Figure 4. The probability density functions (pdfs) of the SMD energy
(ESMD), the gas-phase PM6-DH2 energy (Evac) and their sum (Econf).
The pdfs are calculated for each ligand from the set of 1600 conforma-
tions obtained from the tenMD simulations with the various charge sets.
Note the same range of x-axes (in kcal 3mol

�1). The black vertical lines
indicate the mean value of pdf; the orange lines indicate the values from
the PM6-DH2 quench.

Table 2. The Distinctions between the Extensive MD Sam-
pling and the PM6-DH2 Optimizationa

ligand APV ATV DRV IND LPV NFV RTV SAQ SQV avg std

ΔESMD 3.6 1.9 3.1 �4.9 3.9 �6.9 2.3 2.2 �1.3 0.4 3.9

ΔEvac 0.8 �0.7 �1.7 11.3 �1.3 2.9 �4.3 2.9 �0.1 1.1 4.5

ΔEconf 4.4 1.3 1.4 6.5 2.6 �4.0 �2.0 5.1 �1.3 1.5 3.5
aThe differences E(optim) � E(MD) are shown in kcal 3mol

�1. The
averages (avg) and standard deviations (std) are calculated over the set
of ligands. ΔESMD stands for the difference of the SMD solvation
energies, ΔEvac of the gas-phase PM6-DH2 energies and ΔEconf of the
conformational energies. The absolute values of the energies are
provided in the Supporting Information.

Table 3. The Distinctions between the Extensive MD Sam-
pling and the Short PM6-DH2 Quencha

ligand APV ATV DRV IND LPV NFV RTV SAQ SQV avg std

ΔESMD 1.6 9.3 0.7 0.5 7.6 0.2 3.3 4.2 3.5 3.4 3.2
ΔEvac �4.8 �12.8 �6.8 �4.5 �12.5 �4.4 �13.0 �14.8 �10.6 �9.4 4.2
ΔEconf �3.2 �3.5 �6.2 �4.0 �4.9 �4.3 �9.7 �10.6 �7.1 �5.9 2.7

aThe difference of E(quench) � E(MD) is shown in kcal 3mol
�1. The

averages (avg) and standard deviations (std) are calculated over the set
of ligands. ΔESMD stands for the difference of the SMD solvation
energies, ΔEvac of the PM6-DH2 gas-phase energies and ΔEconf of the
conformational energies. The absolute values of the energies are
provided in the Supporting Information.
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average value of �9.4 kcal 3mol�1, with a standard deviation of
4.2 kcal 3mol

�1. These shifts are partially compensated for, which
results in an average ΔEconf of �5.9 kcal 3mol�1, with the
standard deviation being 2.7 kcal 3mol�1.
The range of the scores for the series ofHIVPRbinderswas about

50 kcal 3mol
�1 (from �15 to þ35 kcal 3mol

�1).9 A similar differ-
ence in the score between the strong and weak binders was also
obtained for the CDK2 ligands.18 Hence, the uncertainty arising
from the choice of ligand conformation representing the equilibrium
conformation in a water environment is 2.7 kcal 3mol

�1, which is
about 5% of the range of the total scores calculated. The implication
of this uncertainty for our scoring is that if the score differs by less
than about 2.7 kcal 3mol

�1, the only conclusion is that such ligands
are predicted to have similar binding activity. This limitation seems to
be inmost casesminor. It should be noted thatHIVPR ligands are of
a peptidomimetic character (a protein-like chain that mimics a
peptide) and are thus extremely flexible, which is also evident in
the probability density functions (Figure 4). The variation might be
smaller when more rigid molecules are scored.
Even though the HIV PR inhibitors exhibit quite large con-

formational flexibility, none of the studied ligands shows a
multiple-maxima probability density function of energy. This
indicates that it is possible to choose a single conformation which
would represent the ligand conformational energy of the equi-
librium ensemble in an aqueous environment. Nevertheless, we
admit that the choice of the proper conformation might not be
straightforward and should be the object of further studies.

4. CONCLUSIONS

We estimated the uncertainty with which the conformational
energy is calculated in our scoring function based on the
quantum mechanical PM6-DH2 method. From extensive MD
sampling at 300 K, we calculated the average values and standard
deviations of the SMD solvation energy, gas-phase PM6-DH2
energy and their sum—the conformational energy—of nine HIV
PR inhibitors. These energies were compared with the energies
obtained by two other approaches.

The simplest approach (PM6-DH2 optimization) provides a
relative uncertainty of about 3.5 kcal 3mol

�1 while the more
demanding PM6-DH2 quenching improves this to 2.7 kcal 3
mol�1. The extent of the flexibility of the inhibitors was
demonstrated by the probability density functions of energy,
based on 400 ns of simulations in total. From the simulations, the
choice of the conformation which is used for the calculation of
the atomic partial charges appears to be rather unimportant with
respect to the conformational energy.

In the scoring studies based on rigid molecules (i.e., single-
conformation approach), our results indicate an error brought
by the approximation of neglect of flexibility. The results
suggest that the resolution with which the scores can be
interpreted is limited. The difference within the range of single
kilocalories in the score might be misleading. However, this
uncertainty is considerably smaller than the discrimination
between binders and nonbinders, or between strong and weak
binders. The uncertainty presented in this study then represents
only a few percent of the score difference between those groups
of ligands.
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Table S 1: The average values and standard deviations of the energies calculated for the set of 160 conformations of each
simulation. “Avg.” stands for the average over the set of all of the 1600 coformation of particular inhibitor. All of the values
are in kcal.mol−1.

ESMD

0 1 2 3 4 5 6 7 8 9 avg.

APV -40.74 -40.57 -40.18 -40.13 -39.20 -40.11 -39.00 -39.18 -38.55 -40.38 -39.80

2.17 2.52 2.99 2.24 2.47 1.80 2.48 3.34 2.47 2.59 2.64

ATV -45.93 -46.50 -45.53 -45.77 -46.20 -45.38 -46.46 -46.14 -46.75 -46.42 -46.11

2.80 2.97 3.15 3.48 2.90 3.19 2.63 2.49 2.86 2.68 2.96

DRV -44.23 -45.42 -44.41 -44.52 -43.66 -42.62 -45.03 -43.93 -44.50 -44.93 -44.32

1.87 2.75 2.85 2.84 3.16 2.73 2.56 2.71 2.40 2.24 2.74

IND -39.25 -41.27 -43.52 -41.49 -41.35 -40.84 -41.41 -39.99 -40.46 -41.84 -41.14

3.67 2.90 3.65 2.46 2.13 1.60 2.96 3.16 2.59 2.94 3.07

LPV -39.82 -40.74 -40.92 -41.73 -41.17 -41.49 -40.94 -41.08 -40.48 -41.15 -40.95

2.45 2.56 2.47 2.44 2.61 2.45 2.82 2.59 2.82 2.67 2.64

NFV -29.43 -30.22 -29.00 -29.46 -29.44 -29.68 -30.95 -30.49 -29.55 -29.94 -29.82

2.16 2.27 1.75 1.62 1.88 1.76 2.04 2.69 1.70 1.81 2.07

RTV -45.70 -44.22 -45.05 -45.59 -44.90 -45.31 -44.44 -45.84 -45.35 -44.37 -45.08

2.79 2.24 2.58 2.84 3.03 3.40 2.79 2.72 2.77 2.25 2.81

SAQ -59.11 -59.71 -60.57 -58.55 -60.15 -58.02 -59.98 -60.14 -60.17 -59.21 -59.56

4.57 5.00 4.68 4.63 4.06 5.29 4.30 4.30 4.65 4.00 4.63

SQV -48.27 -45.62 -46.46 -41.39 -45.94 -46.62 -48.88 -46.63 -47.81 -46.84 -46.45

3.27 3.82 3.86 2.43 4.07 3.83 4.57 2.18 3.06 2.51 3.95

Evac

0 1 2 3 4 5 6 7 8 9 avg.

APV -245.24 -244.85 -246.78 -245.99 -247.65 -246.48 -250.18 -248.25 -251.19 -247.35 -247.40

3.36 4.83 4.71 3.44 4.13 2.94 4.42 5.17 5.53 4.39 4.77

ATV -280.75 -279.65 -281.07 -280.97 -280.55 -281.03 -281.06 -280.21 -280.68 -280.52 -280.65

2.41 2.67 2.83 3.32 2.56 3.48 2.58 2.40 2.30 2.51 2.77

DRV -288.32 -286.90 -288.35 -288.03 -289.69 -291.12 -287.50 -288.81 -287.65 -286.97 -288.33

3.80 5.08 5.12 5.14 5.32 5.68 4.89 4.69 4.38 4.28 5.02

IND -151.44 -149.10 -144.05 -147.56 -146.60 -158.22 -146.09 -147.70 -146.31 -146.37 -148.35

3.52 4.27 4.42 3.56 2.61 3.98 5.86 4.65 4.47 3.45 5.63

LPV -211.91 -211.92 -209.92 -209.43 -211.42 -211.30 -211.20 -209.98 -212.08 -212.20 -211.14

3.73 3.98 4.78 4.13 3.97 4.24 4.32 4.53 3.91 4.31 4.31

NFV -195.80 -194.81 -196.31 -195.59 -195.86 -195.50 -197.44 -194.36 -194.76 -195.11 -195.55

3.01 3.21 2.51 2.68 2.49 2.78 3.78 3.64 3.02 2.61 3.12

RTV -172.67 -173.69 -172.46 -171.95 -173.86 -172.14 -173.79 -172.70 -172.52 -172.78 -172.86

3.80 3.47 3.24 4.15 4.60 4.51 3.63 2.98 4.02 4.20 3.95

SAQ -309.81 -309.78 -309.31 -310.40 -309.86 -310.94 -308.47 -309.35 -308.43 -308.82 -309.52

7.25 6.57 6.47 6.76 5.73 7.25 6.50 6.20 6.71 6.34 6.64

SQV -210.41 -212.93 -211.94 -220.87 -212.11 -211.95 -213.78 -211.41 -210.82 -211.14 -212.73

3.60 4.13 4.14 2.76 4.37 4.17 5.37 2.68 3.45 3.21 4.81

Econf

0 1 2 3 4 5 6 7 8 9 avg.

APV -285.98 -285.42 -286.96 -286.13 -286.85 -286.59 -289.18 -287.43 -289.73 -287.73 -287.20

2.59 3.09 2.74 2.58 2.64 2.59 3.24 3.19 4.22 2.87 3.29

ATV -326.68 -326.15 -326.60 -326.75 -326.75 -326.41 -327.52 -326.35 -327.43 -326.94 -326.76

2.35 2.49 2.67 2.59 2.40 2.50 2.24 2.65 2.27 2.40 2.50

DRV -332.55 -332.33 -332.75 -332.54 -333.35 -333.75 -332.53 -332.74 -332.15 -331.91 -332.66

2.86 3.61 3.37 3.40 3.50 3.77 3.55 3.58 3.18 3.08 3.44

IND -190.69 -190.37 -187.57 -189.05 -187.95 -199.06 -187.49 -187.69 -186.77 -188.22 -189.49

2.71 3.95 3.66 3.27 2.63 3.77 4.34 3.11 3.49 4.03 4.91

LPV -251.74 -252.66 -250.84 -251.17 -252.59 -252.79 -252.14 -251.05 -252.56 -253.35 -252.09

2.79 2.69 3.33 2.85 2.85 3.14 3.13 3.04 2.66 3.03 3.07

NFV -225.22 -225.03 -225.31 -225.05 -225.29 -225.18 -228.39 -224.85 -224.32 -225.04 -225.37

2.25 2.48 2.02 2.30 2.03 2.07 2.85 2.64 2.44 2.20 2.56

RTV -218.37 -217.90 -217.50 -217.55 -218.76 -217.45 -218.23 -218.54 -217.87 -217.15 -217.93

3.21 2.96 2.78 3.11 3.74 3.73 2.86 2.79 3.17 3.35 3.22

SAQ -368.92 -369.49 -369.88 -368.95 -370.01 -368.96 -368.45 -369.49 -368.60 -368.03 -369.08

4.26 3.95 3.70 3.95 3.50 3.80 4.14 3.79 3.86 4.16 3.96

SQV -258.67 -258.55 -258.40 -262.26 -258.06 -258.57 -262.66 -258.04 -258.63 -257.98 -259.18

1.97 1.88 2.02 1.93 2.39 1.86 2.43 1.67 2.02 1.70 2.60
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Figure S 1: The variations of the atomic partial charges. For each atom, the range between the minimum and maximum
charge within the ten charge sets is plotted.
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Figure S 2: The probability density functions (pdf) of the SMD solvation energy (ESMD). The pdfs for the different charge
sets calculated for ten ligand conformations are plotted. The pdfs are constructed from the set of 160 values of the energy.
The 1600 values of all of the runs were used for the last row (“all”). The black vertical line indicates the mean value of the
distribution; the orange lines indicate the values from the PM6-DH2 quench.
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Figure S 3: The probability density functions (pdf) of the SMD solvation energy (Evac). The pdfs for the different charge
sets calculated for ten ligand conformations are plotted. The pdfs are constructed from the set of 160 values of the energy.
The 1600 values of all of the runs were used for the last row (“all”). The black vertical line indicates the mean value of the
distribution; the orange lines indicate the values from the PM6-DH2 quench.
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Figure S 4: The probability density functions (pdf) of the SMD solvation energy (Econf ). The pdfs for the different charge
sets calculated for ten ligand conformations are plotted. The pdfs are constructed from the set of 160 values of the energy.
The 1600 values of all of the runs were used for the last row (“all”). The black vertical line indicates the mean value of the
distribution; the orange lines indicate the values from the PM6-DH2 quench.
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0 Abstract

The accuracy and performance of implicit solvent methods for solvation free energy calculations were 
assessed  on  a  set  of  20  neutral  drug  molecules.  Molecular  dynamics  (MD)  provided  ensembles  of 
conformations  in  water  and  water-saturated  octanol.  The  solvation  free  energies  were  calculated  by 
popular implicit solvent models based on quantum mechanical (QM) electronic densities (COSMO-RS, 
MST, SMD) as well as on molecular mechanical (MM) point-charge models (GB, PB). The performance 
of the implicit models was tested by a comparison with experimental water–octanol transfer free energies 
(ΔGow) by using single- and multi-conformation approaches. MD simulations revealed difficulties in  a 
priori estimation of the flexibility features of the solutes from simple structural descriptors, such as the 
number of rotatable bonds. An increasing accuracy of the calculated ΔGow was observed in the following 
order: GB1 ~ PB < GB7 << MST < SMD ~ COSMO-RS with a clear distinction identified between MM- 
and QM-based models, although for the set excluding three largest molecules, the differences between 
COSMO-RS,  MST  and  SMD were  negligible.  It  was  shown  that  the  single-conformation  approach 
applied to crystal geometries provides a rather accurate estimate of  ΔGow for rigid molecules yet fails 
completely for the flexible ones. The multi-conformation approaches improved the performance, but only 
when the deformation contribution was ignored. It was revealed that for large-scale calculations on small 
molecules a recent GB model, GB7, provided a reasonable accuracy/speed ratio. In conclusion, the study 
contributes  to  the  understanding  of  solvation  free  energy  calculations  for  physical  and  medicinal 
chemistry applications.

1

96



1 Introduction

Implicit solvation models have found a distinguished place in computational chemistry. It was proven that 
for some types of chemical problems, the description of solvent as a dielectric polarizable continuum is 
reliable  enough1–4 while  being orders of  magnitude faster  than  the simulations  with explicit  solvent 
molecules. However, the implicit solvent models suffer from some deficiencies.  For instance, when a 
specific  interaction  (e.g.  a  hydrogen  bond)  between  a  solute  and  solvent  plays  a  role,  the  use  of 
structureless  continuum  is  problematic.5 The  limitations  were  also  reported  in  description  of 
hydrophobic/hydrophilic interfaces.6

Most of the implicit solvent models were parametrized to reproduce experimental solvation free energies, 
partition coefficients,  or other macroscopic properties of simple organic compounds and/or ions.7–9 In 
many  schemes  including  those  used  in  the  present  study,  the  solvation  free  energy  is  divided  into 
contributions coming from electrostatic and non-electrostatic interactions. However, it is worth noting 
that the solvation free energy, which includes the average response of the solvent molecules, depends 
parametrically  on  the  molecular  geometry  of  the  solute.  Thus,  as  stated  by  Mennucci,  for  a  given 
geometry  of  the  solute  “...continuum  models  automatically  give  configurationally  sampled  solvent 
effect”.10 Nevertheless,  the  assumption  that  the  molecular  structure  (i.e.  geometry)  of  a  single 
conformation of the solute properly represents the statistical ensembles in both gas and solvent phases is 
questionable for flexible molecules.

The continuum solvent models have been popular in the calculations of protein–ligand or protein–protein 
affinities11–13 applying the so-called single-conformation approach. The total binding free energy between 
the  protein and the  ligand consists  of  various  energy terms,13–15 among which the  interaction energy 
between the protein and the ligand and the solvation free energy of the ligand are clearly dominant. The 
former term is negative (favoring the complex formation) while the latter one is positive, and there is a 
significant  cancellation  in  the  net  contribution  of  these  terms  to  the  binding  free  energy.  Today’s 
computational chemistry determines the former term with a much higher accuracy than the latter one. 
Hence, an improvement of the calculation of solvation free energies is of high importance.

With the single-conformation approach, there appears another deficiency of the implicit solvent models: 
the physical base of the solvation free energy calculation is justified in the rigid molecule case since the 
conformation/geometry used for the solvation free energy calculation represents both the gas and solvated 
conformational ensembles well. In the case of flexible molecules, the situation may be different, because 
the single-conformation implicit  solvation free energy cannot  represent  correctly both conformational 
ensembles (gas and aqueous one, for instance). In fact, we have shown that the conformation-dependent 
variance of solvation free energy can reach several kcal/mol for flexible peptidomimetic protein inhibitors 
when calculated for the ensemble of conformations, which is comparable with their total binding free 
energies.16

Water–octanol transfer free energies (ΔGow) are experimentally accessible quantities which are often used 
to  characterize  the  hydrophobic/hydrophilic  features  of  organic  molecules.  Such a  property gives  an 
account  of  the behavior of  organic molecules,  often drugs or  drug candidates,  in the vicinity of  cell 
membranes  and/or  in  the  protein  environment.17,  18 Further,  the  ΔGow comprises  in  its  definition  the 
solvation/desolvation free energies used in computer-aided drug design as a part of the energetics of 
protein–ligand binding.2, 11 Consequently, the determination of ΔGow is a key physicochemical parameter 
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for  understanding the  pharmacodynamic and pharmacokinetic  properties  of  drugs,  which  justifies  its 
widespread impact in medicinal chemistry studies.

Experimentally, the  ΔGow of a compound can be estimated from the equilibrium molar fractions. The 
uncharged molecule of interest (pH is adjusted to match this criterion) is solvated in the water-octanol 
mixture, and the equilibrium concentrations in water and in octanol, respectively, are measured after the 
liquid-phase separation, providing the equilibrium constant. The transfer free energy is then calculated by 
Equation 1:

ΔGow=−RTln
xoct

x wat
, 1.

where xoct and xwat are the equilibrium molar fractions of the solute in water and octanol. The ratio of xoct 

and  xwat is interpreted as the partition coefficient  P, the decadic logarithm of which is used instead of 
ΔGow. There has been an abundance of methods proposed for logP estimation highlighting the relevance 
for the biological activity of the studied compounds.19, 20 Apart from simple empirical approaches relying 
on the  atom additivity (like  AlogP21 and XLogP22)  or  fragment additivity  (e.g.  ClogP)23,  24 of  certain 
properties,  more elaborate  methods were  developed based on quantum chemically  derived molecular 
properties,25, 26 or molecular dynamics simulations.27–29

For the calculations of ΔGow, or equivalently logP, a simple thermodynamic cycle can be utilized (Figure 
1A). This cycle implies the following equality (Equation 2):

ΔGow =G E octanol −G E water =ΔGo−ΔGw , 2.

where ΔGo stands for the solvation free energy of solute E in octanol (i.e. the transfer from the gas phase 
to octanol) and ΔGw stands for the hydration free energy of solute E (i.e. the transfer from the gas phase to 
water). Once the geometry of the solute is known, these two terms can be conveniently calculated by an 
implicit solvation model.

The partition coefficients, or equivalently ΔGow, are not the subject of the study per se, but instead they 
serve as a tool for  understanding the accuracy of the implicit  solvation models.  Experimentally,  it  is 
possible  to  measure  solvation  free  energies  for  small  molecules  directly  while  it  is  much  more 
complicated for large flexible molecules. The measurements of partition coefficients seem to suffer from 
this  deficiency much less.  Moreover,  we  claim that  those implicit  solvent  models  which are  able  to 
describe both water and low-dielectric media are suitable for a faithful description of biomolecule-ligand 
interactions.

To reflect this refined view on the molecular flexibility, the thermodynamic cycle of solvation in Figure 
1A can be modified as shown in Figure 1B. Subsequently, the solvation free energies in water and in 
octanol are calculated for distinct conformations C1 and C2, which denote representative structures in 
water and octanol, respectively. The energy contribution due to the conformational change in the two 
phases is then accounted for by the term ΔGdef, which stands for the free energy of deformation in the gas 
phase. Clearly, the contribution of ΔGdef to the solvation free energy can be significant and should not be a 
priori  neglected.  A  generalization  of  the  scheme  shown  in  Figure  1B  can  be  made  when  multiple 
conformations are sampled by the solute in water and octanol.
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The aim of the present study is to explore the practical aspects of solvation free energy calculations by 
continuum solvation models.  The  thermodynamic  cycle  in  Figure  1B is  probed in  order  to  interpret 
single-conformation  solvation  free  energies  as  well  as  those of  conformational  ensembles.  The 
experimental  transfer  free  energies  are  used  as  a  reliable  reference  to  the  values  calculated  and  the 
accuracy of the continuum solvent models is addressed.

To this end, we have examined three implicit quantum mechanical (QM) solvent models: the Miertus, 
Scrocco and Tomasi  (MST)  extension of  the  Integral  Equation  Formalism,8,  30 the  Solvent  Model  D 
(SMD)9 and the Conductor-like Screening Model for Real Solvents (COSMO-RS).7 While the two former 
methods rely exclusively on the single-conformation approach, the latter one provides a workflow of 
multi-conformational treatment. Indeed, COSMO-RS was previously used for the water-octanol logP and 
micelle-water  logP estimations of organic molecules using conformational ensembles.31,  32 Finally, we 
also calculated the transfer free energies using two flavors of the Generalized-Born (GB) model33, 34 and 
Poisson-Boltzmann (PB)  model35,  36 both  in  conjunction  with  the  molecular  mechanical  point-charge 
treatment of the molecules. 

Being interested primarily in the accuracy and performance of implicit solvation models for computer-
aided drug development, we employed a set of approved drugs gathered previously by Wang et al.22 and 
extended the  set  by three  HIV-1 protease  inhibitors  with  known water-octanol  partition coefficients. 
Running classical all-atom molecular dynamics (MD) simulations in explicit water and water-saturated 
octanol, we sampled the conformational spaces of the compounds, and continuum solvation models were 
subsequently used to calculate single- and multi-conformational water-octanol transfer free energies. The 
results were analyzed (a comparison with the experimental transfer free energy values, a comparison of 
single-conformation  vs.  ensemble-average  approaches,  etc.)  to  give  an  account  of  their  physical 
significance and accuracy.

2 Methods

2.1 Studied Molecules

With an emphasis on computer-aided drug design, a set of 20 neutral organic compounds was compiled. 
It  contains organic  molecules of  various  sizes,  flexibility and chemical  diversity,  thus representing a 
challenging set to be explored. The set of 17 approved drugs previously studied  by Wang et al.22 was 
extended by three HIV-1 protease inhibitors, which exhibit a large conformational flexibility and hence 
represent  a  more  demanding  test.  Accordingly,  the  analysis  was  performed  for  the  whole  set  of 
compounds and for the subset obtained upon the exclusion of the HIV-1 protease inhibitors. The water–
octanol transfer free energies were calculated from the experimentally derived water-octanol logP values 
according to Equation 3:

ΔGow=−RTln10⋅logP , 3.

where  R is the gas constant and  T is temperature. The  logP values were taken from Hansh et al.37 and 
Refs. 38–40. The starting geometries were taken either from the Cambridge Structural Database (pure 
molecule solid phase)41–54 or from Protein Databank (in complex with a protein).55–57 The crystal structures 
of dph, dzp and ptn compounds were not available. Hence, these molecules were built manually, and the 
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geometries  optimized  at  the  M062X/6-31G*  level  of  theory  with the  SMD  served  as  the  starting 
structures for further conformational sampling. All of the molecules studied are summarized in Table 1. 
The structural formulas are provided in the Supplementary Information (Figure S1).

2.2 Explicit Solvent Molecular Dynamics

The  conformational  space  of  the  individual  molecules  was  sampled  by  all-atom classical  molecular 
dynamics (MD) in explicit solvent under periodic boundary conditions. The molecules were solvated in a 
cubic box of TIP3P water58 and in a box with octanol saturated by water (water molar fraction 0.25).59 For 
the  solute  molecules,  General  Amber  Force  Field  (up-to-date  version  2011)  (GAFF)  was  used60 in 
conjunction with an automatic atom-type assignment of the Antechamber program.61 For all-atom octanol 
simulations, we prepared our own combination of GAFF and OPLS-AA to reproduce the liquid properties 
of pure-octanol and water–octanol mixtures keeping the solvent-solute interactions consistent. Indeed, our 
effort has overcome the problem of different combination rules of atomic Lennard-Jones parameters in 
GAFF and OPLS-AA force fields.60, 62, 63 When compared to the experimental values, the signed relative 
errors in pure-octanol density and vaporization enthalpy are only -2% and +3%, respectively, and the 
error  in  water–octanol  mixture  density  is  -3%,  which  all  seem  to  be  sufficiently  accurate  for  the 
conformational sampling of the organic compounds taking into account the previous simulations of liquid 
octanol.64,  65 The octanol parameters are available in the Supplementary Information. In the discussion 
below, the phrase “octanol” MD simulations is used, if not mentioned otherwise, as a short name for the 
simulations in water-saturated octanol.

The solvated drug molecules were subjected to the standard equilibration, which was finalized by a high-
temperature simulation (330 K). The purpose of the high-temperature simulation was to generate a variety 
of starting conformations for the production runs. In the case of water, ten starting conformations were 
collected every 100 ps, while in the case of octanol it was every 300 ps. These conformations were then 
used for 3 ns (water) and 6 ns (octanol) long simulations at a temperature of 300 K and a pressure of 1 
bar. From the last two thirds of each simulation, ten snapshots were generated resulting in 100 snapshots 
per molecule, for which the solvation free energies were calculated by the implicit solvation models (see 
below).  The  snapshots  are  provided  in  the  xyz  file  format  as  the  Supplementary  Information.  The 
simulation scheme, i.e. running several uncorrelated MD simulations, was previously termed as Multiple 
Molecular Dynamics, and it was shown to be an efficient methodology for conformational sampling.66, 67 

For each compound, a total of 20 ns of trajectories in water and 40 ns of trajectories in water-saturated 
octanol were used for the preparation of the snapshots.

The  simulation  details  were  as  follows:  a  time  step  of  2  fs,  all  bonds  constrained  by  the  LINCS 
algorithm,68 the electrostatics were treated by the Particle Mesh Ewald algorithm with a direct-space cut-
off  of  1.2 nm in octanol  and 1.0 nm in water  simulations;  Lennard-Jones interactions were included 
within a cut-off of 1.2 nm in octanol and 1.0 nm in water simulations. The temperature was maintained by 
the  Nosé-Hoover  thermostat69,  70 and  the  pressure  by  the  Parrinello-Rahman  barostat.71 The 
compressibility  of  water  and  octanol  was  4.5·10–5 bar–1 and  7.43·10–5 bar–1,72 respectively.  The  MD 
simulations were conducted in the Gromacs program package.73

2.3 Implicit Solvent Models
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For the set of 100 snapshots per molecule, the implicit  solvation free energies were calculated in the 
manner  of  a  standard  single-conformation  approach.  The  computational  schemes  adopted  for  QM 
solvation methods were chosen as those recommended by the developers of  each model.  Below, the 
particular implicit solvation free energy calculations are summarized. Next, the calculations performed 
using  two  widely  used  MM-based  implicit  solvent  methods,  generalized  Born  (GB)  and  Poisson-
Boltzmann (PB), are also described.

2.3.1 The COSMO-RS and COSMO Implicit Models

COSMO-RS7, 74 involves a statistical-mechanics post-processing of QM implicit solvent model COSMO75 

calculations of solutes to obtain their free energies of solvation (in water or octanol in our case). We 
employed AM1 optimizations in COSMO using high-solvent screening (a dielectric constant of 78.4) in 
MOPAC 200976 and a DFT single point at the BP86/SVP level using a perfect insulator in COSMO (a 
dielectric constant of infinity) in Turbomole 6.3.77 Further, the vacuum optimizations (and single-point 
calculations) are needed as well.  The resulting Gw’ and Go’ (the notation highlights the difference of 
origin of the numbers when compared to the other estimators) were subtracted, yielding transfer free 
energies.

A built-in treatment of the ensembles in COSMO-RS is done via the auto-conformer option in which the 
representative conformers are submitted for post-processing together. We test here three approaches for 
the selection of conformers, all the 100 snapshots, and 50 snapshots from the first and second halves, the 
latter two for addressing the issue of convergence.

For the sake of extended comparison, we calculated hydration free energies with the COSMO method 
alone. These were later compared with other hydration free energies to gain insight into its performance, 
since the  original  COSMO model  is  not  well-suitable  for  low-dielectric  media  such as  octanol.  The 
hydration  free  energies  were  calculated  in  MOPAC  200976 after  the  full  PM6-D3H478–80 gradient 
optimization in the implicit water environment.

2.3.2 The MST Implicit Model   

The snapshots were optimized at the B3LYP/6-31G* level in vacuo with harmonic restraints on all heavy 
atoms following the procedure described by Butler et  al.81 The aim of this strategy was to avoid the 
occurrence  of  drastic  conformational  changes  in  the  sampled  molecular  structure  during  geometry 
optimization. To this end, the optimization was performed by using constraints related to the Debye-
Waller temperature factors, in conjunction with the keyword opt=loose in Gaussian calculations,82 which 
sets less strict criteria for convergence and expedites job completion. Test computations showed that this 
approach has a negligible impact on the relative energies.81 Single-point calculations were subsequently 
done at the B3LYP/6-31G* level in the gas phase and in the solvent (octanol, water) according to the 
MST model.8, 30

2.3.3 The SMD Implicit Model

The snapshots were optimized at the M062X/6-31G* level83 in the SMD implicit model9 of the particular 
solvent (water or octanol) using the standard convergence criteria (the change of energy of 0.006 kcal/mol 
and the maximum gradient of 1.2 kcal/mol/Å) in Gaussian09.82

6

101



As the performance of the SMD model is limited by the use of a rather demanding M06X functional here, 
we also calculated transfer free energies with a faster electronic energy method, namely at the PM6-D3H4 
level.78–80 These results are presented separately, since they were not initially recommended for the use 
with the SMD.

2.3.4 The GB and PB Models

The solvation free energies were calculated in the Amber program package84 using i) the Hawkins et al. 
GB model (abbrev. GB1),34,  85 ii) the GB model described by Mongan et al. (abbrev. GB7)86 and iii) a 
finite-difference numerical PB solver.35, 36 The corresponding Sander options were i) igb=1 ii) igb=7 iii) 
igb=10. Igb=7 and igb=10 were used with modified Bondi radii as was recommended by Kongsted et al. 
87 The dielectric  constant  of  water  and octanol  was set  to  78.5 and 9.8629 (identical  with the SMD 
octanol),  respectively.  No cut-off  for  pairwise  interactions  was adopted.  Other  molecular  mechanical 
parameters  such  as  atomic  partial  charges,  Lennard-Jones  parameters,  bonding,  angle  and  torsional 
parameters were taken from GAFF and were thus kept identical with those used for the conformational 
MD  sampling.  The  surface  tension  for  the  non-electrostatic  free  energy  contributions  was  0.005 
kcal/mol/Å2.

For the solvation free energies, we used unoptimized geometries from the trajectories as used in MM-
GBSA  studies.88,  89 Further,  also  optimized  (i.e.  energy-minimized)  structures  were  used  to  remain 
consistent with the rest of the methods in this study. The optimization was performed in the particular 
implicit solvent model using the Sander program84 with the default optimization setup (10 steps of the 
steepest  descent  followed by 90 steps  of  the  conjugate  gradient  algorithm)  and  convergence  criteria 
(gradient RMSD < 1·10–4 kcal/mol/Å).

2.4 Analysis

2.4.1 The Radius of Gyration and Rotatable Bonds

We calculated the radius of gyration Rgyr for each snapshot, which was used to follow the conformational 
changes in flexible molecules. The results were analyzed by considering the number of relevant rotatable 
bonds. This parameter was defined as the number of bonds between sp3- or sp2- hybridized heavy atoms 
to which at least one additional heavy atom was bound. This means that -OH, -NH2 and -CH3 groups were 
not considered as relevant rotatable bonds. The peptide bond (-CO-NH-) was not included either.

2.4.2 Cluster Analysis – Rigid and Flexible Drugs

A cluster analysis was performed for the series of 100 conformations taken for each molecule (by using 
the Gromacs g_cluster tool).73 The conformation was included into the cluster if the heavy-atom RMSD 
with respect to any member of the cluster was lower than 1 Å (the “linkage” method in the g_cluster). 
The cluster can be viewed also as a conformational family. 
According to the number of clusters in water, the set was divided into two subsets: i) rigid, with only one 
cluster, and ii) flexible, with more than one cluster. The rigid subset included the following molecules: 
cpr,  cth, dlt,  dzp, imp, ldc, pam, pbl,  ptn and tpm. The flexible subset was formed by the following 
molecules: atr, cam, dph, ffa, hpd, idv, nfv, ppl, sqv and tcn. Some molecules from the rigid subset do 
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have rotatable bonds; thus they are not strictly rigid and exhibit some extent of conformational freedom. 
For the sake of simplicity, however, we keep the subset notation as “rigid” and “flexible”. We note that 
the subsets would remain identical if the numbers of clusters in octanol were taken as the criterion.

2.4.3 Transfer Free Energy Estimators

The solvation free energies in water  ΔGw and in octanol  ΔGo were calculated for  the initial  (crystal) 
conformation  as  well  as for  conformational  ensembles.  The respective  transfer  free  energies  were 
estimated several times, following Equations 4, 5, 6, 7 and 8, and were abbreviated by simpler notation. 
First,  the single-conformation solvation free energies in water  and in octanol  were calculated for  the 
series of initial geometries (see Section 2.1) according to Equation 4.

G0=ΔGow 0 =ΔGo Xray −ΔGw  Xray               4.

G1 =ΔGow 1 =〈ΔGo 〉o−〈 ΔGw〉w 5.

G2=ΔGow 2 =〈ΔGo〉o−〈 ΔGw〉w〈ΔE d 〉 6.

G3 =ΔGow 3 =〈ΔGo−ΔGw 〉w 7.

G4=ΔGow  4 =〈ΔGo−ΔGw 〉o 8.

ΔGo and  ΔGw are  the  single-conformation  solvation  free  energies  in  octanol  and water,  respectively, 
calculated for each snapshot and averaged over the set from octanol MD < >o and water MD < >w. The 
combination  of  the  average  values  in  octanol  and  water  yields  the  estimate  G1 (Equation  5).  The 
additional contribution in G2, the deformation free energy in Figure 1B, was approximated by the average 
deformation electronic energy calculated by Equation 9: 

〈ΔE d 〉=〈ΔE o〉o−〈ΔE w 〉w 9.

where Eo and Ew stand for the internal electronic energy of the particular snapshot. 

The  G3 values  stand  for  the  average  transfer  free  energy  assuming  that  the  water  and  octanol 
conformational ensembles are  identical and represented by the water ones. In other words, for G3, the 
solvation free energy was calculated in octanol (ΔGo) and water (ΔGw), but only for those 100 snapshots 
obtained from water MD (< >w). A similar calculation was done for octanol MD, providing G4. We note 
that the G3 and G4 values tend to be those which are commonly used in the computer-aided drug design, 
i.e. ignoring the different conformational ensembles in water and in vacuo.

2.4.4 Statistical Evaluation

The correlation coefficients (R2) between the experimental and theoretical values were calculated for the 
whole set of compounds as well as for the two subsets. The mean signed absolute error (MSAE) and root-
mean-square error (RMSE) were calculated for the entire set as well as for the subsets with respect to the 
experimental  data  according  to  Equations  10  and  11,  where  N  stands  for  the  number  of  set/subset 
members.
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MSAE=
1
N
∑ [Gi calc −Gi exp  ]              10.

RMSE= 1
N
∑ [G i calc −G i exp  ]

2
0 .5

11.

In order to elucidate the convergence of the simulations (i.e. the representability of the 100 snapshots), we 
calculated R2, MSAE and RMSE and compared the values arising from the first and second halves of the 
MD simulations.

3 Results and Discussion

This section is organized as follows: First we report the analysis of the explicit-solvent classical MD 
simulations of 20 drug molecules in water and water-saturated octanol with respect to their flexibility. 
Second, the performance of the implicit solvation models is discussed based on the estimated values of 
the  water–octanol  transfer  free  energy  for  the  entire  set  of  solutes,  followed  by  the  analysis  of  the 
rigid/flexible subsets. The outliers were interesting in their own right and are presented separately. To 
eliminate a possible effect of the cancellation of errors between water and octanol solvation free energies, 
a comparison of the hydration free energies only is also provided. Finally, the representability of the 
limited set of 100 snapshots, the issue of convergence and the CPU cost of the individual methods are 
examined. 

3.1 The Flexibility Features of the 20 Drugs

The radii of gyration of the conformations from individual MD snapshots are shown in Figure 2. The 
correlation  between the  standard  deviations  (std)  of  Rgyr in  water  and  octanol  is  high  (a  correlation 
coefficient of 0.93), which shows a similar extent of the molecule-size fluctuations for the molecules in 
the two solvents.  Not  surprisingly,  there are some compounds with distinct  behavior in water and in 
octanol. The haloperidol (hpd) drug is an example of a molecule which prefers a compact conformation in 
water, most likely because of the hydrophobic effect, and an extended conformation in octanol (Figure 3). 
As mentioned below, the existence of different populations of conformers in the two solvents poses a 
challenge for the prediction the solvation free energies by implicit solvent models.

Highly flexible molecules are expected to have a high number of clusters. The number of clusters in water 
and octanol is shown in Table 1, where the size (i.e. number of members) of the largest cluster is provided 
in parentheses. The number of the clusters is slightly lower in octanol than in water, and both are well 
correlated  (R2 of  0.96).  We  admit  that  some  clusters  contain  only  one  snapshot.  Nevertheless,  the 
snapshots represent reasonably 1 % of the entire simulation time, i.e. 200 ps in the case of the water 
simulation  or  400  ps  in  the  case  of  the  octanol  simulation,  and  thus  are  accounted  for  in  further 
considerations.

Based on the number of clusters, the two most flexible compounds from the set are indinavir (idv) and 
saquinavir (sqv). Both are peptidomimetic HIV-1 protease inhibitors and possess the highest number of 
atoms and rotatable bonds.  Surprisingly,  nelfinavir  (nfv) has a much lower number of  clusters,  even 
though this compound has a similar number of atoms and rotatable bonds to idv and sqv. This can hint at 
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an  undersampling  of  the  largest  molecules  in  this  set.  The  convergence  of  the  results  is  therefore 
discussed below.

We show here that the actual flexibility defined by the number of clusters is not directly related to the 
number of rotatable bonds. An example may be procainamide (pam) and haloperidol (hpd), both with six 
rotatable bonds. The former drug exhibits lower conformational flexibility (one cluster in both octanol 
and water) than the latter one (15 clusters in water,  8 in octanol). Moreover, hpd shows two distinct 
conformations  in  water  and  a  number  of  intermediates  between them (Figure  3).  This  finding  may 
complicate the  debate  about  the  possibility to  estimate  conformational  freedom  a priori without  any 
sampling, because it shows that the flexibility features of a molecule strikingly depend on the  type of 
rotatable bonds and not on their number. Consequently, the flexibility depends on the overall molecular 
topology.

3.2 The Overall Performance of Implicit Solvation Methods

The statistical indicators, R2, MSAE and RMSE, for all the implicit solvation methods are summarized in 
Figure  4.  Various  transfer  free energy  estimators  (G0–G4,  Section  2.4.3.)  are  shown.  Generally,  the 
methods based on electronic density (COSMO-RS, MST, SMD) perform better than the methods based 
on molecular mechanical partial charges (GB1, GB7, PB) as shown by all the indicators. 

Unexpectedly,  the  performance  of  the  models  is  not  dramatically  changed  passing  from the  single-
conformational approach to the ensemble of conformations. In all the cases, the  G0 estimators provide 
only slightly worse results than the best multi-conformational estimator (G1–G4).

The COSMO-RS and SMD provide acceptable agreement with the experimental data (R2 of about 0.75) 
while another electronic density model – MST – gives worse agreement (R2 of about 0.55). GB and PB 
models perform poorly (R2 < 0.40).  COSMO-RS and MST models tend to underestimate the water–
octanol transfer free energies having a negative MSAE, which reflects an overestimation of the hydration 
free energy, or alternatively an underestimation of the solvation free energy in octanol.

Surprisingly,  there  is  no  big  difference  between  free  energy  estimators.  Thus,  there  is  a  negligible 
difference between the G3 and G4 values across all the implicit solvent models. These estimators do not 
cover deformations, because both ΔGw and ΔGo are calculated for the same geometries. The correlation 
between G3 and G4 is higher than 0.98 and the RMSE is lower than 0.3 kcal/mol. The amount of water in 
water-saturated octanol (a molar fraction of 0.25) may be sufficient for the solvation of small molecules 
to mimic locally pure water properties. Presumably, the conformational ensembles in water and octanol, 
which do not differ considerably (see above), yield almost the same averages. Moreover, in all instances, 
the contribution of deformation worsens the performance of the estimator.  For all  of the models,  the 
correlation coefficient is the lowest (i.e. the worst) for the G2 estimator, and for the MST model also the 
MSAE and RMSE worsen as well when the deformation is included (Figure 4).

A comparison of the hydration free energies is  shown in Figure 5. For our purposes here,  the SMD 
hydration free energies were arbitrarily chosen as reference data. The <Gw>w values are plotted in Figure 
5 and besides the methods discussed so far, the original COSMO method is shown as well. We note that 
in the case of COSMO-RS, the Gw values arising from the multi-conformation a posteriori weighting do 
not strictly correspond to the other methods.
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All of the models provide values in the similar intervals, although the GB models have a slightly wider 
range.  On average,  the  MST model  has  hydration free  energies  less  negative  by 5.9 kcal/mol  when 
compared to the SMD model. On the other hand, COSMO yields hydration free energies more negative 
(about  2.5  kcal/mol)  than  the  SMD model.  This  is  in  contrast  with  COSMO-RS,  which gives  more 
positive hydration free energies (by 2.0 kcal/mol). The difference must lie in the post-processing scheme, 
which in the case of bare COSMO is substituted by the simple ensemble average. The GB models are on 
average closer than 2 kcal/mol to the SMD model. The correlation coefficients are higher than 0.8 in all 
the  instances,  the  highest  value  being  found  for  the  COSMO-RS,  PB  and  COSMO  models.  The 
correlation coefficients of the <Go>o are lower (about 0.7).

Overall, it can be stated that the differences in the performance of the models in the prediction of the 
water–octanol transfer free energies arise mostly from the various extent of error cancellation between 
aqueous and octanol solvation free energies and also from the varying accuracy of the octanol-phase 
description.

Figure 6 shows the typical probability density functions (pdf) of the transfer free energies for atropine 
(atr).  The  gaussian  pdfs  with  the  mean  values  and  the  standard  deviations  are  depicted  for  G1-G4 

estimators. The histograms of the solvation free energies in water and octanol are also shown (Figure 6, 
left).

Two important aspects of our calculations are demonstrated. First, the pdf of solvation free energies do 
not need to be normally distributed, which agrees with our previous findings.16 Indeed, the octanol pdf 
(Figure 6, right) shows a bimodal-like shape and thus the gaussian pdf is only an approximation to this. 
Second, there are striking differences in the pdf half-width across the estimators (Figure 6, left). This 
seems to be the reason why  G2 results  with a large standard deviation show lower correlation while 
improving the RMSE than the other estimators with smaller standard deviations.

What needs to be mentioned as well is that R2 is related to the relative order of the compounds, unlike the 
MSAE and RMSE, which show the ability of the model to describe rather absolute values of the solvation 
free energies. Hence, the deformation (as calculated in G2) on average disrupts the relative order of the 
solvation free energies but shifts them closer to the experimental values. The disruption may originate 
from the fact that the internal energies of the compounds are not calculated equally well/badly or that the 
cancellation of errors is not systematic. This is

 supported by several studies that have reported significant errors (around 12-18%

 when Pople-type basis set are used) in predicting the conformational energies from

 density functional calculations. 90–92

In Table  S1  in  the  Supplementary  Information,  the  performance  of  the  models  based  on  molecular 
mechanical point charges is shown for both optimized and unoptimized geometries. There are only minor 
changes for the estimators without a deformation contribution, but  a large deviation is found for  G2, 
which covers the gas-phase deformation (c.f. Figure 1). The use of unoptimized geometries in the MM-
PB/GBSA88,  89 studies  is  justified  thanks  to  a  slightly  better  agreement  with  the  experimental  data. 
Nevertheless, as mentioned above, the performance is still poor.
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Table  2 summarizes  the  distributions  of  error  sizes  for  the  implicit  solvent  model-ΔGow estimator 
combinations. According to the distributions, the SMD with G3 estimator might be evaluated as the most 
successful  approach,  which  has  a  high  number  of  low-deviating  molecules  and  where  only  a  few 
instances have an error > 3 kcal/mol. MST suffers from a rather large number of molecules with a high 
absolute error. The performance of the GB and PB models is typically poor, except for the G2 estimator 
with a favorable distribution of error magnitudes.

3.3 The Performance of Implicit Solvation Methods for Rigid vs. Flexible Drugs

The complete set of correlation plots for the entire set of molecules and for rigid and flexible subsets is 
provided as Supplementary Information (Figures S2–S6). There is a very good agreement between the 
calculations and experiment for the rigid subset of molecules. A typical correlation coefficient of the 
electronic density based models exceeds 0.80 and also for the GB models is larger than 0.60. One source 
of errors (i.e. conformational freedom) in implicit solvation is eliminated here by the inherent nature of 
the compounds; hence the deviations have to come from different sources. Most likely, the limit of the 
parametrization process has been reached and the solvation free energies suffer from errors arising from 
the insufficient quality of such parameters as atomic radii (i.e. the solute/solvent boundary) or atomic 
surface tensions. Slightly worse results were obtained when the deformation contribution was included 
(Figure S4), and this effect was more pronounced in molecular mechanical point-charge based methods.

Such agreement was, however, observed for the single-conformational approach as well (Figure S2). For 
the rigid subset, the overall best performance was achieved by the COSMO-RS method (R2 = 0.87, RMSE 
= 1.84 kcal/mol). For the rigid subset, the worst performance of GB7 was still acceptable in the sense of 
the relative order of the molecules in the set (R2 = 0.67, RMSE = 5.19 kcal/mol).

The flexible compounds were, as expected, described with a lower accuracy than the rigid ones. For the 
single-conformational  G0 estimator,  there was no agreement at  all,  which points to the real  need for 
adopting more advanced methods. For the multi-conformational estimators, except for a few cases, the 
correlation was poor (R2 lower than 0.4). Again, the  G1 estimator provided systematically better values 
than G2. Overall, the best description of flexible molecules was reached by a SMD G1 model–estimator 
combination (R2 = 0.66, RMSE = 2.02), and also COSMO-RS yielded acceptable agreement (R2 = 0.48, 
RMSE = 2.16 kcal/mol).

3.4 Outliers

In the correlation plots, a few outliers could be identified. The compounds with the highest absolute error 
are shown in Table 2. Within the molecules, two reasons can be recognized for the failure of implicit 
solvent  methods:  i)  the  molecules  are  either  large/flexible  (hpd,  idv,  nfv,  sqv)  or  ii)  they  contain 
problematic chemical fragments (cth, ffa). 

The transfer free energies of chlorothiazide (cth) exhibit large deviations from the experiment no matter 
what implicit solvent model and estimator are used. For COSMO-RS and SMD, cth was identified as the 
molecule with the highest absolute deviation from the experimental value (Table 2). The conformational 
flexibility of the compound is low with only one cluster in water and in water-saturated octanol, too. The 
Rgyr standard deviations are the third lowest. However, the cth compound contains a sulfonyl group (R-
SO2-R’), which was previously shown to be problematic. In the SAMPL blind challenge,93 the solvation 
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energies of compounds containing the sulfonyl group disagreed with the experiment markedly,94–96 and 
even the experimental values themselves were questioned.95

3.5 The Exclusion of Three the Largest Drugs

The subset of compounds obtained upon the exclusion of the three HIV-1 protease inhibitors (idv, nfv, 
sqv) which exhibit the largest size and conformational flexibility was also analyzed. The results of the 
analysis for this subset are shown in Figure 7. Clearly, the differences between the methods diminished 
when the three largest molecules were excluded from the analysis. In other words, for the small molecules 
in our set (i.e.  of fewer than 50 atoms),  the performance of the  ab initio electronic density methods 
(COSMO-RS, MST, SMD) was practically identical, with the correlation coefficient being about 0.8 and 
the RMSE about 2 kcal/mol. The methods based on the molecular mechanical point charges improved as 
well (R2 being about 0.6 and the RMSE being lower than 6 kcal/mol: cf. Figures 4 and 7).

For  the  GB1,  GB7  and  MST  models,  the  most  problematic  compounds  were  nelfinavir  (nfv)  and 
saquinavir (sqv), and it is thus not surprising that the performance increased upon their exclusion. In 
MST, a certain role may be played by the specific optimization setup scheme as it relies on the restrained 
optimization,81 contrary to the unrestrained optimizations of COSMO-RS and SMD, although we cannot 
rule out that the deviation found for these compounds reflects a bias in the solvation contribution of a 
specific functional group (i.e. amide). 

3.6 SMD with Electronic Energy from Semiempirical Quantum Mechanics

As shown below, the SMD recommended scheme employing the M062X density functional is one of the 
most CPU-demanding options used here, mostly due to the time-consuming energy minimization of the 
snapshots.  Therefore,  we  explored  an  alternative  strategy  where  the  transfer  free  energies  were 
determined  employing  a  less  demanding  parametrized  semiempirical  PM6-D3H4  method.  Table  3 
presents the differences in the SMD transfer free energies using M062X and PM6.

The estimators which cover multiple conformations seem to be good enough also with the PM6-D3H4 
optimization scheme. The MSAEs are positive and approximately twice as large as those of M062X. In 
accordance with the previous section, the results of SMD employing PM6-D3H4 improve when HIV-1 
protease inhibitors are excluded. The  R2 of  G3 and  G4 increases to 0.70 and 0.69, respectively, and the 
RMSE decreases to 4.12 kcal/mol and 4.07 kcal/mol, respectively.

3.7 The Convergence of the Estimators

The convergence  was  examined by  a  separate  evaluation  of  the  first  and  second halves  of  the  MD 
simulations. For each half, the set of 50 snapshots underwent the same analysis as the entire set of 100 
snapshots. R2, MSAE as well as RMSE were almost identical for both halves. The values are provided in 
the Supplementary Information (Table S2). The largest differences were found for the G2 estimator while 
the lowest deviations were found for the G3 and G4 estimators. 

Typically, the root-mean-square deviation between the transfer free energies obtained from the first and 
second halves was about 0.35 kcal/mol, lower for G3 and G4 estimators, higher for G2. The number of the 
molecules having the absolute deviation between the transfer free energies obtained from the first and 
second halves lower than 0.1 kcal/mol was about 2 for the G2 estimator and 15 otherwise. The compounds 
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idv,  sqv  and  imp  were  identified  among  the  least  converged.  The  details  for  all  method-estimator 
combinations are provided in the Supplementary Information (Table S3).

The root-mean-square deviation between the halves for COSMO-RS was about 0.5 kcal/mol, with the 
maximal absolute deviation being about 0.98 kcal/mol for imp compound.

3.8 Speed-Accuracy Ratio

In Table 4, we provide the total time needed for the calculation of water–octanol transfer free energies for 
the initial geometries (i.e. the  G0 estimator). Due to the inherent distinctions within the workflows, the 
numbers should be considered as the first approximation for the practical effort one has to exert to obtain 
the transfer free energies of 20 drug molecules. The time was determined for a single-core job run on the 
processor from the Xeon family.

To  put  the  results  into  context,  there  are  two aspects  which  affect  the  computational  demands:  the 
electronic energy part and the solvation energy part. The SMD models seem to be rather demanding, no 
matter  if  the  semiempirical  (thus  fast)  PM6  or  density-functional  M062X  (slow)  optimization  is 
performed. Moreover, when the timing of COSMO-RS and SMD-PM6 is compared, even though they 
both employ a semiempirical method for internal electronic energy calculation, the former one (used with 
AM1) is 50 times faster than the latter one.

4 Summary

A series of 20 drug molecules was examined by explicit solvent all-atom classical MD simulations. The 
output of the water and water-saturated octanol MD simulations – twice 100 snapshots per molecule – 
was the subject of implicit solvent calculations for COSMO-RS, MST, SMD, PB and two flavors of GB 
models in order to obtain water-octanol transfer-free energies. Several ensemble averages were proposed 
as a multi-conformational treatment and compared to the single-conformation results as well as to the 
experimental values. A direct comparison of the implicit solvation models is extremely difficult, bearing 
in mind the different parametrization strategies as well as slightly different purposes of the models.

The solvation models underwent parametrization processes of varied complexity. For instance, the SMD 
model was parametrized against more than 2,800 solvation data including 274 hydration free energies, 
206 octanol  free energies and 90 water–octanol  logP values.9 Similarly,  the COSMO-RS training set 
contained about 160 hydration free energies and 175 water-octanol logP values.74 Finally, the MST model 
was parametrized using a much smaller training set (about 72 data for water and 63 for octanol)8, 30 The 
GB models were either parametrized against a series of experimental values (219 neutral compounds)85 or 
to represent explicit solvent MD.34, 35 An attempt was made to calculate effective Born radii cheaply and at 
the same time accurately with an emphasis on the protein MD simulations. The PB model was subject of 
various  integration  schemes  while  the  Born  radii  were  inherited  from the  previous  studies  and  also 
targeted to large biomolecular MD. Besides these, the implicit solvent models also differ in the number of 
parameters.

In  the  context  of  the  calculations,  the  overall  performance  of  the  models  is  that  the  native  multi-
conformational  approach  of  the  COSMO-RS  model  provides  the  best  results  for  our  set  of  neutral 
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molecules with a reasonable computer cost. For the entire test set, we observed an increasing accuracy of 
the  calculated  transfer  free  energies  in  the  following order:  GB1 ~ PB < GB7 << MST < SMD ~ 
COSMO-RS, where there was a jump increment identified between MM- and QM-based models. When 
molecules having fewer than 50 atoms were considered, the accuracy of MST, SMD and COSMO-RS 
was almost equal. This also corresponds to the results of the previous tests of the methods, e.g. in the 
SAMPL blind challenge.93 The dominance of these methods over the GB and PB models is apparent.

For large-scale calculations (e.g. large molecules or a large set of small molecules), it may be, however, 
advantageous to use methods based on molecular mechanical partial charges. Then, GB7 with the  G1 

estimator provided reasonable accuracy for the rigid subset  as well  as the set  excluding large HIV-1 
inhibitors while being about 25 times faster than the fastest QM-based method.

Our study indicates that for  large, highly flexible molecules,  the single-conformation approach failed 
completely. However, among the multi-conformation approaches tested here, only two models, COSMO-
RS and SMD, provided reasonable improvement over the single-conformation approach. The G1 and G3 

estimators in conjunction with the SMD model provided the most accurate results considering R2, in case 
of former estimator, or RMSE in case of latter one.

It  is of interest that the multi-conformation estimator covering the deformation of conformations,  G2, 
performed  poorly.  The  reason  might  be  the  fortuitous  cancellation  of  errors  for  the  identical 
conformations in G3 and G4 . This cancellation of errors seems to be very sensitive to the level at which 
the internal energies (thus the deformation energies) of the solute are calculated. In this context, it is 
hence justified to ignore the deformation contribution.

On the other hand, the traditional single-conformation approach can, to our surprise, provide good enough 
results as compared to some of the multi-conformation approaches treated here. This holds true especially 
for rigid molecules, where no attempts to include CPU demanding conformational sampling provided any 
significant improvement. We thus conclude that in such applications where the solvation free energies 
and logP values need to be obtained efficiently,  a  single-conformational  approach applied to reliable 
geometries (e.g. X-ray) provides a rather accurate estimate.
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Table S1 shows the R2, MSAE and RMSE of the GB1, GB7 and PB models for optimized and unoptimized 
geometries. Table S2 shows the  R2,  MSAE and RMSE for the transfer free energies calculated from the 
first and second halves of the MD simulations. Table S3 summarizes the variations between the transfer 
free energies calculated from the first and second halves of the MD simulations. Figure S1 depicts the 
structural formulas of the compounds studied, whereas Figures S2–S6 show the correlation plots for the 
entire set and the rigid and flexible subsets for  the G0–G4 estimators.  The molecular  topology in the 
Gromacs format is provided for the water-saturated octanol periodic box. 200 snapshots per molecule 
(water and octanol simulations) are provided in the xyz file format. This material is available free of 
charge via the Internet at http://pubs.acs.org.
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Table 1: The list of the molecules studied. For each molecule, the number of atoms and rotatable bonds 
as well as the number and size of the conformational clusters found in molecular dynamics simulations in 
water and octanol are given.

Commercial name Abbrev. No. atoms No. rotatable bonds Clusters in water (maxSize) Clusters in octanol (maxSize)

Atropine atr 44 5 2 (96) 4 (91)
Chloramphenicol cam 32 6 4 (67) 2 (89)
Chlorpromazine  cpr 40 4 1 1 
Chlorothiazide cth 23 1 1 1 
Diltiazem dlt 55 7 1 1 
Diphenhydramine dph 40 6 2 (98) 2 (98)
Diazepam dzp 33 1 1 1 
Flufenamic acid ffa 30 3 2 (92) 1 
Haloperidol hpd 49 6 15 (59) 8 (64)
Indinavir idv 92 12 59 (15) 22 (40)
Imipramine imp 45 4 1 1 
Lidocaine ldc 39 5 1 1 
Nelfinavir   nfv 85 10 7 (87) 6 (90)
Procainamide pam 38 6 1 1 
Phenobarbital    pbl 29 2 1 1 
Propranolol  ppl 40 6 3 (97) 2 (98)
Phenytoin  ptn 31 2 1 1 
Saquinavir sqv 99 13 35 (33) 17 (57)
Tetracaine tcn 43 8 2 (97) 2 
Trimethoprim tpm 39 5 1 1 
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Table  2:  The  absolute  error  distributions  of  the  studied  compound.  The  molecule  with  the  highest 
deviation  is  provided  in  the  worst line.  The  values  of  the  GB  and  PB  models  are  presented  for 
unoptimized geometries. *For COSMO-RS, the values correspond to the universal multi-conformational 
estimator.

Model Bins G0 G1* G2 G3 G4

C-RS < 1 kcal/mol 3 5 - - -
1-2 kcal/mol 12 12 - - -
2-3 kcal/mol 2 1 - - -
> 3 kcal/mol 3 2 - - -
worst cth idv - - -

MST < 1 kcal/mol 6 6 4 6 6
1-2 kcal/mol 3 5 7 6 6
2-3 kcal/mol 2 2 2 1 1
> 3 kcal/mol 9 7 7 7 7
worst sqv sqv sqv sqv sqv

SMD < 1 kcal/mol 10 6 9 12 12
1-2 kcal/mol 6 8 5 5 4
2-3 kcal/mol 1 3 5 1 2
> 3 kcal/mol 3 3 1 2 2
worst cth cth cth cth cth

GB1 < 1 kcal/mol 0 0 8 0 0
1-2 kcal/mol 0 0 5 0 0
2-3 kcal/mol 2 2 4 2 2
> 3 kcal/mol 18 18 3 18 18
worst ffa sqv sqv ffa ffa

GB7 < 1 kcal/mol 0 0 7 0 0 
1-2 kcal/mol 0 0 7 0 0 
2-3 kcal/mol 1 1 4 1 1 
> 3 kcal/mol 19 19 2 19 19
worst ffa sqv sqv ffa ffa

PB < 1 kcal/mol 0 0 8 0 0 
1-2 kcal/mol 0 0 6 0 0 
2-3 kcal/mol 0 0 4 0 0 
> 3 kcal/mol 20 20 2 20 20
worst ffa sqv hpd nfv idv
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Table 3: A comparison of the SMD solvation free energies obtained at two electronic energy levels of 
theory  –  density  functional  M062X  and  parametrized  semiempirical  PM6-D3H4.  The  correlation 
coefficients  R2,  the mean signed absolute errors (MSAE in kcal/mol) and the root-mean-square errors 
(RMSE in kcal/mol) are shown.

R2 MSAE RMSE

M062X PM6 M062X PM6 M062X PM6

G0 0.65 0.48 1.25 4.44 2.29 6.26
G1 0.77 0.60 1.70 4.85 2.29 5.99
G2 0.62 0.68 1.19 3.37 2.04 4.20
G3 0.75 0.65 1.14 3.59 1.78 4.42
G4 0.72 0.55 1.10 3.25 1.79 4.27
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Table  4:  The  time  needed for  the  calculation  of  water–octanol  transfer  free  energies  for  the  initial 
(crystal) geometries (i.e. the G0 estimator).

time / min
COSMO-RS 26
MST 1038
SMD (M062X) 75056
SMD (PM6) 7906
GB1 < 1
GB7 < 1
PB 8
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Figure 1 (one column): The simple (A) and refined (B) thermodynamic cycles describing the gas–water–
octanol phase equilibria. See the text for the details. 

Figure 2 (one column): The mean radii of gyration calculated for 100 snapshots for all the molecules 
from the molecular dynamics trajectories in explicit water (the upper panel) and water-saturated octanol 
(the  lower  panel).  The rigid molecules are shown in blue,  the flexible  molecules are in red (for  the 
definitions  of  rigid  and  flexible  molecules,  see  Section  2.4.2).  The  boxes,  representing  the  standard 
deviations, are twice larger, for clarity.
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Figure 3 (one column): The compact and extended conformations of haloperidol (left) and procainamide 
(right) in water together with the alignments of their 100 snapshots. Both molecules contain the same 
number of relevant rotatable bonds (see Methods).

Figure 4 (one column): The correlation coefficient  R2 between the calculated and experimental water–
octanol transfer free energies (the upper panel), the root-mean-square error (RMSE) (bottom left panel) 
and the mean signed absolute error (MSAE) (the bottom right panel). GB1, GB7 and PB are presented for 
the  optimized  geometries.  There  is  only  one  transfer  free  energy  estimator  of  the  conformational 
ensemble in the COSMO-RS case (abbrev. C-RS, cross-hatched columns) – see the text for the details.
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Figure  5  (one  colunm):  The  correlation  plots  between  selected  hydration  free  energies  and  SMD 
hydration free energies. The correlation coefficients (R2), the root-mean-square errors (RMSE) and the 
mean signed absolute errors (MSAE) are provided as insets.
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Figure  6  (one  column):  Left:  the  Gaussian  probability  density  functions  (pdf)  (in  arbitrary  units) 
corresponding  to  the  mean values  and  standard  deviations  of  the  atropine  (atr)  transfer  free  energy 
estimators using the  SMD model.  Right:  the pdf of  the water  (wat)  and octanol  (oct)  solvation free 
energies calculated for 100 snapshots. 
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Figure 7 (one column): The correlation coefficient  R2 between the calculated and experimental water–
octanol  transfer  free  energies  (the  upper  panel),  the  root-mean-square  error  (RMSE)  (the  bottom left 
panel)  and the  mean signed absolute error  (MSAE)  (the bottom right  panel).  GB1, GB7 and PB are 
presented for optimized geometries. There is only one transfer free energy estimator of conformational 
ensemble in the COSMO-RS case (abbrev. C-RS, cross-hatched columns) – see the text for the details. 
The values were calculated for the set of molecules excluding the HIV-1 protease inhibitors (idv, nfv, 
sqv).
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Michal Kolářa,b, Jindřich Fanfrĺıka, Martin Lepš́ıka, Flavio Fortic, F. Javier Luquec and Pavel Hobzaa,d,∗

a Institute of Organic Chemistry and Biochemistry, Academy of Sciences of the Czech Republic, 166 10 Prague,
Czech Republic
b Department of Physical and Macromolecular Chemistry, Faculty of Science, Charles University in Prague,
Albertov 6, 128 43 Prague, Czech Republic
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R2 MSAE RMSE

OPT SP OPT SP OPT SP

GB1 G0 0.19 0.17 5.56 5.44 5.86 5.75

G1 0.21 0.16 5.78 5.96 6.07 6.27

G2 0.17 0.29 5.49 -0.97 5.79 2.42

G3 0.21 0.23 5.45 5.44 5.74 5.72

G4 0.20 0.23 5.43 5.39 5.72 5.67

GB7 G0 0.31 0.27 5.70 5.59 5.95 5.86

G1 0.30 0.22 5.89 6.10 6.14 6.38

G2 0.29 0.31 5.61 -0.83 5.87 2.35

G3 0.34 0.34 5.60 5.61 5.85 5.85

G4 0.34 0.35 5.59 5.56 5.83 5.81

PB G0 0.20 0.16 6.78 6.61 7.05 6.89

G1 0.25 0.24 7.00 6.97 7.26 7.23

G2 0.11 0.42 6.59 0.05 6.88 1.95

G3 0.20 0.23 6.63 6.68 6.88 6.93

G4 0.13 0.22 6.54 6.59 6.83 6.84

Table S 1: Correlation coefficients (R2), mean signed absolute errors (MSAE) and root mean square errors
(RMSE) calculated for unoptimized (SP) and optimized (OPT) snapshots.
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R2 MSAE RMSE

1st 2nd 1st 2nd 1st 2nd

COSMO-RS 0.71 0.72 -0.87 -0.82 1.99 2.03

MST G1 0.56 0.55 -1.94 -1.94 2.29 2.31

G2 0.43 0.49 -2.48 -2.30 2.08 2.07

G3 0.54 0.55 -1.99 -1.99 1.80 1.76

G4 0.54 0.54 -2.03 -2.02 1.80 1.79

SMD G1 0.76 0.78 1.68 1.73 3.35 3.40

G2 0.61 0.64 1.20 1.18 4.14 3.82

G3 0.74 0.75 1.15 1.13 3.39 3.41

G4 0.72 0.73 1.09 1.11 3.44 3.41

GB1 G1 0.17 0.15 5.92 6.00 6.22 6.34

G2 0.25 0.29 -1.27 -0.67 2.81 2.26

G3 0.23 0.23 5.44 5.44 5.72 5.73

G4 0.23 0.23 5.39 5.39 5.68 5.67

GB7 G1 0.22 0.20 6.08 6.13 6.35 6.42

G2 0.27 0.31 -1.11 -0.54 2.71 2.23

G3 0.34 0.34 5.61 5.61 5.86 5.86

G4 0.35 0.35 5.57 5.56 5.81 5.81

PB G1 0.24 0.24 7.00 6.94 7.26 7.21

G2 0.36 0.41 -0.19 0.28 2.24 1.95

G3 0.23 0.23 6.68 6.68 6.93 6.92

G4 0.22 0.22 6.59 6.60 6.84 6.84

Table S 2: Correlation coefficients (R2), mean signed absolute errors (MSAE) and root mean square errors
(RMSE) calculated for the first and second halves of the snapshot series.
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rmsd max worst no. < 0.1 kcal/mol

COSMO-RS 0.46 0.97 imp 5

MST G1 0.28 0.95 idv 10

G2 0.49 1.66 sqv 2

G3 0.14 0.48 idv 16

G4 0.11 0.28 ldc 16

SMD G1 0.35 0.85 sqv 7

G2 0.31 0.73 ldc 6

G3 0.15 0.43 nfv 11

G4 0.14 0.43 ldc 14

GB1 G1 0.47 1.62 sqv 9

G2 1.57 4.26 imp 2

G3 0.04 0.13 sqv 19

G4 0.01 0.03 ppl 21

GB7 G1 0.35 1.21 sqv 10

G2 1.55 4.29 imp 2

G3 0.03 0.11 sqv 20

G4 0.01 0.03 tpm 21

PB G1 0.33 0.96 idv 10

G2 1.53 4.22 imp 2

G3 0.06 0.19 idv 19

G4 0.03 0.07 ldc 21

Table S 3: The first and second halves deviations in the sets. Max = maximum absolute deviation, worst =
compound with max, no. < 0.1 stand for the number of compound which had absolute deviation lower than
0.1 kcal/mol (i.e. number of the most converged compounds).
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Figure S 1: Structural formulas, names and abbreviations of the molecules investigated

G0

Figure S 2: Correlation plots between calculated and experimental values of water-octanol transfer free energies.
The entire drug series (”ALL” in gray), rigid subset (blue) and flexible subset (red) are provided. All values
are in kcal/mol. The calculated values correspond to the G0 estimator.
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G1

Figure S 3: Correlation plots between calculated and experimental values of water-octanol transfer free energies.
The entire drug series (”ALL” in gray), rigid subset (blue) and flexible subset (red) are provided. All values
are in kcal/mol. The calculated values correspond to the G1 estimator.

G2

Figure S 4: Correlation plots between calculated and experimental values of water-octanol transfer free energies.
The entire drug series (”ALL” in gray), rigid subset (blue) and flexible subset (red) are provided. All values
are in kcal/mol. The calculated values correspond to the G2 estimator.
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G3

Figure S 5: Correlation plots between calculated and experimental values of water-octanol transfer free energies.
The entire drug series (”ALL” in gray), rigid subset (blue) and flexible subset (red) are provided. All values
are in kcal/mol. The calculated values correspond to the G3 estimator.

G4

Figure S 6: Correlation plots between calculated and experimental values of water-octanol transfer free energies.
The entire drug series (”ALL” in gray), rigid subset (blue) and flexible subset (red) are provided. All values
are in kcal/mol. The calculated values correspond to the G4 estimator.
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0 Abstract

The crystals of benzene and hexahalogenbenzenes have been studied by means of the density-
functional theory augmented by an empirical dispersion correction term as well  as by the 
symmetry-adapted  perturbation  theory.  In  order  to  elucidate  the  nature  of  noncovalent 
binding, pairwise  interactions  have  been  investigated.  It  has  been  demonstrated  that  the 
structures of dimers with the highest stabilization energy differ notably along the crystals. It 
has  been  shown  that  the  differences  in  the  experimental  sublimation  energies  might  be 
attributed to the dispersion interaction. To our surprise, the dihalogen bonding observed in the 
hexachloro- and hexabromobenzenes plays a rather minor role in energy stabilization, because 
they are energetically comparable with the other binding motifs. However, the dihalogen bond 
is by far the most frequent binding motif in hexachloro- and hexabromobenzenes. 

0 Keywords

benzene  and  hexahalogenbenzene  crystals,  sublimation  energy,  interaction  energy,  DFT-
SAPT, dihalogen bond 
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1 Introduction    

The benzene  dimer  is  one  of  the  most  studied  aromatic  molecular  clusters,  which  arises 
among  other  things  from  the  importance  of  the  stacking  π...π  interaction.1-5 Two  dimer 
structures are supposed to coexist at the respective potential energy surface: the T-shaped, or 
nearly T-shaped, structure and the parallel-displaced (PD) structure. The parallel C2h structure, 
which was expected to be the global minimum (because of the maximal overlap), is actually 
penalized  by the  quadrupole-quadrupole  (Q-Q) electrostatic  interaction which  is  repulsive 
here.6 The Q-Q interaction becomes less repulsive or attractive in the case of PD and T-
shaped structures, respectively. Evidently, the electrostatic energy plays an important role in 
the  interaction  of  benzene  molecules, and  it  is  thus  not  surprising  that  there  have  been 
attempts  to  interpret  the  sublimation  energy  of  the  benzene  crystal  only  in  terms  of 
electrostatic quadrupole energy.7 The resulting sublimation energy of 10.7 kcal/mol agreed 
exactly with the respective experimental value.7 When passing to hexahalogenbenzenes, the 
quadrupole moment remains the first non-zero multipole moment, and it is hence possible to 
expect that the sublimation energies of hexahalogebenzenes will be determined dominantly 
also by the electrostatic Q-Q interaction.

Table 1 shows the quadrupole moments, polarizabilities and sublimation energies of benzene 
and hexahalogenbenzenes; a quick inspection of the quadrupole moments and the respective 
sublimation  energies  reveals  no  correlation  between  them.  The  quadrupole  moments  of 
hexafluorobenzene (C6F6) and benzene have the opposite sign, but their absolute values are 
similar  (the  former  is  slightly  larger).  With  respect  to  this  fact,  we  could  expect  the 
sublimation energy of the C6F6 to be slightly larger than that of the benzene, which actually 
holds true (cf. Table 1). When passing from hexafluorobenzene to hexachlorobenzene (C6Cl6), 
the situation is dramatically changed and the quadrupole moment of the latter  molecule is 
more  than  order  of  magnitude  smaller.  The  sublimation  energy  of  C6Cl6,  however,  has 
increased. Evidently, the assumption that the sublimation energy of hexahalogenbenzenes  is 
determined by electrostatic quadrupole energy is not fulfilled and other energy terms may also 
have their contribution. In Table 1, we can find a close correlation between the polarizabilities 
and the sublimation energies, which tells us that the dispersion energy plays an important role 
in the interaction between hexahalogenbenzenes, because there is a direct connection between 
the molecular polarizability and dispersion forces.

In the case of benzene dimer (or the crystal), both the electrostatic and dispersion energies are 
dominant attractive energy terms while the induction term (quadrupole – induced dipole) is 
much smaller. These two terms are thus responsible for the structure determination, and the 
relevant dimer structures should be localized in the crystal structure. The situation is exactly 
the same in the case of hexafluorobenzene. With hexachloro- and hexabromobenzenes, this is 
no longer valid, because a new interaction motif appears here.

Specifically, the dihalogen bond is formed between two molecules of hexachlorobenzenes or 
hexabromobenzenes, namely between a halogen, X1 (Cl, Br, I), which is covalently bound to a 
less  electronegative  atom  (e.g.  carbon),  and  another  halogen,  X2 (C-X1...X2).8,9 This 
counterintuitive interaction is explained by the fact that a halogen atom is not isotropically 
negatively charged but it has a region with a positive electrostatic potential located on its top. 
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This region is usually called a σ-hole;10 it  is depicted in Figure 1 as the blue disc on the 
halogens in C6Cl6 and C6Br6. Generally,  in a R1-X1...X2-R2 complex when the R1X1X2  and 
X1X2R2 angles  are  both  close  to  180  degrees,  the  interaction  of  two  positive  σ-holes  is 
repulsive, resulting from the Coulomb law. However, when one of the respective angles is 
about 90 degrees while the other remains to be 180 degrees, the positive σ-hole interacts with 
the negatively charged ring of the atom and the resulting interaction energy is attractive. The 
strength  of  the  dihalogen  bond  is  expected  to  increase  with  the  atomic  number  of  the 
halogens; in other words, the C-Cl...Cl dihalogen bond is weaker than the C-Br...Br or C-I...I 
bonds. The σ-hole also exists at fluorine covalently bound to carbon, but this is typical only 
for small inorganic compounds such as NCF and not for aromatic species.11,12 Consequently, 
the C-F...F dihalogen bonds between two C6F6 are mostly impossible to form. It has to be 
added that in the case of the dihalogen bond the dominant energy term is dispersion energy 
followed by electrostatic energy.13 The important contribution of dispersion energy can be 
easily  explained  by  the  short  distance  between  two  heavy  halogens  possessing  high 
polarizabilities.

The aim of the present study is  to  examine the nature of noncovalent  binding within the 
crystals of C6X6 benzenes (X= H, F, Cl, Br). Specifically, we identify the binding motifs in 
various  dimer  structures  appearing  in  these  crystals.  An attempt  is  made  to  correlate  the 
experimental sublimation energy with the total interaction energies calculated for the crystal 
structures.

2 Methods

2.1 Structure preparation

The X-ray structures of the hexahalogenbenzene crystals were obtained from the Cambridge 
Structural Database.14,15 The X-ray structure of the benzene crystal16 was obtained from the 
Crystallography Open Database (21000348.cif).17 Subsequently, it  was processed using the 
JMol program.18

Within  each  crystal, the  pairwise  interactions  were  identified  in  the  following manner:  a 
reference molecule was chosen arbitrarily and 20 pairs were created. Each pair contains the 
reference molecule and one of the 20 nearest neighbors (cf. Figure S1 in the Supplementary 
Information).

2.2 Computations

The interaction energies for various dimers and for a large cluster, consisting of 21 molecules, 
were evaluated at the DFT/B3LYP-D3 level using the TZVPP basis set and the empirical 
pairwise dispersion contribution.19 No deformation energy nor counterpoise correction were 
included. The interaction energy (ΔE) for a pair was determined as the difference between the 
energy of the dimer and the energies of both monomers (Equation 1):

ΔEAB = E(AB) – E(A) – E(B). (1)
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The energy of the central reference molecule E(1) and the energy of the cluster containing all 
but the central molecule E(20) were subtracted from the energy of the entire cluster E(21), 
providing the total interaction energy ΔEtot (Equation 2):

ΔEtot = E(21) – E(1) – E(20). (2)

Finally, the average interaction energy (ΔEaver) was evaluated according to Equation 3:

ΔEaver = [ E(21) – 21·E(1) ] / 21, (3)

where E(21) stands for the energy of the entire cluster and E(1) is the energy of the central  
reference molecule. The energy decomposition for all the dimers was done by DFT-SAPT 
method  using  the  aug-cc-pVDZ  basis  set.20,21 The  SAPT  interaction  energy  (EINT)  was 
constructed as a sum of electrostatic (ES), induction (IND), dispersion (DISP) and exchange-
repulsion (EXCH) terms. The exchange-induction and exchange-dispersion terms were added 
to  the  induction  and  dispersion  energies,  and,  finally,  the  δ(HF)  term  was  added  to  the 
induction energy. More details about the DFT-SAPT method can be found elsewhere.22

It is a known fact that using the DFT-SAPT decomposition with an aug-cc-pVDZ basis set 
provides an unconverged dispersion (DISP) contribution,  while the other contributions are 
converged,  indeed,  when compared with the complete  basis  set  limit  values.22 Hence,  the 
dispersion contribution was scaled by a factor which was calculated as follows. For the most 
stable dimers, we performed calculations with the aug-cc-pVTZ and aug-cc-pVDZ basis sets 
and the scaling coefficients were obtained as the ratio between the dispersion term with the 
aug-cc-pVTZ and aug-cc-pVDZ basis sets. The coefficients are 1.42, 1.09, 1.09 and 1.12 for 
benzene,  C6F6, C6Cl6,  and  C6Br6.  For  more  details,  cf.  Table  S1 in  the  Supplementary 
Information.

The  calculations  were  carried  out  with  Gaussian,23 Molpro24 and  Grimme’s  DFT-D319 

program packages.

3 Results and Discussion

3.1 Interaction energies

The  total  DFT-D3  interaction  energies  of  the  central  reference  molecule  with  the  20 
neighboring molecules (cf. Figure S1) evaluated for four molecular crystals are presented in 
Table 2. Besides the total interaction energies, likewise their DFT and dispersion components 
are shown. Table 2 also shows the average interaction energies, and also here their DFT and 
dispersion components are presented.

The total interaction energies of benzene and C6F6 are almost equal, and also the DFT and 
dispersion components are roughly comparable. These results are not surprising regarding the 
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molecular  properties  (cf.  Table  1).  However,  the  relatively  large  difference  between  the 
average interaction energies of C6H6 and C6F6 is surprising. This discrepancy may arise from 
the differences in the symmetry of particular crystal structures. This issue will be addressed in 
more details below.

When passing from C6F6 to C6Cl6 and C6Br6, a significant increase of the total stabilization 
energy and roughly the same increase of the average stabilization energy were found. In both 
cases, the dispersion contribution is much larger than in the previous two crystals and it is  
responsible for the total stabilization energy increase. Let us add that for all four crystals the 
DFT  energy  component  is  repulsive.  The  decomposition  of  the  total  interaction  energy 
presented  in  Table  2 does  not  say  anything  about  the  nature  of  the  stabilization  of  the 
particular pairs.

Table 3 shows the interaction energies for various pairs of benzene and hexahalogenbenzenes. 
The  interaction  energy  is  systematically  determined  using  DFT-D3  and  DFT-SAPT 
approaches, and various pairs are ordered along decreasing stabilization energy; only the pairs 
with  the  stabilization  energy  higher  than  1.0  kcal/mol  are  presented.  All  pair  interaction 
energies are provided in the Supplementary Information in  Table S2. DFT-D3 stabilization 
energies are in all cases larger than the DFT-SAPT ones. This overestimation is the largest for 
hexafluorobenzene  and  benzene  (39  and  31  %)  while  that  for  hexachloro-  and 
hexabromobenzenes  is  considerably  smaller  (5  and  9  %).  Evidently,  the  DFT-SAPT 
stabilization energies evaluated with the aug-cc-pVTZ basis set are more reliable and will be 
considered in the following text when analyzing the pair interactions. 

Firstly, a quick inspection of the DFT-SAPT energies from Table 3 reveals a feature valid for 
almost  all  listed  pair  interactions.  Not  surprisingly,  all  dimers  are  mainly  stabilized  by 
dispersion and electrostatic interactions. Secondly, by comparing the pair interaction energies 
of C6H6 and C6F6 with C6Cl6 and C6Br6, we found an important difference. The stabilization 
energies  for  the  most  and  least  attractive  pairs differ  for  the  former  two  systems  only 
marginally (by less than 1.2 kcal/mol) while this difference is much more pronounced for the 
latter two systems (8.1 and 9.4 kcal/mol, respectively). This difference can be documented 
also with the corresponding relative numbers. The relative increase of interaction from the 
weakest to the strongest dimer is 83%, 100%, 506% and 448% for C6H6, C6F6, C6Cl6 and 
C6Br6, respectively.

3.2 The relative importance of energy terms

We calculated the ratios of the dispersion and interaction energies (DISP/ E INT) as well as of 
the electrostatic  and interaction energies  (ES/EINT).  They provide a picture on the balance 
between the two most important attractive forces. The ES/EINT ratios averaged over the pairs 
with stabilization higher than 1 kcal/mol are 0.51, 0.54, 0.68 and 0.89 for C6H6, C6F6, C6Cl6 

and  C6Br6,  respectively.  Clearly,  the  relative  importance  of  the  electrostatic  contribution 
increases  with  the  atomic  number  of  the  halogen.  However,  the  value  of  neither  the 
quadrupole (cf. Table 1) nor the quadrupole-quadrupole electrostatic interaction can interpret 
these ratios. An important increase of this ratio when passing from C6H6 and C6F6 to C6Cl6 and 
C6Br6 could be connected with the fact that a new binding motif is created in the latter group 
of crystals. Selected dimers of C6Cl6 and C6Br6 are stabilized by dihalogen bonds which does 
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not exist in the former two crystals. The value of the ES/E INT ratio for the dihalogen-bonded 
dimers of the C6Cl6 and C6Br6 molecules is even more pronounced. The values of 0.70 and 
0.94  support  our  previous  statement.  Hence,  the  mere  formation  of  dihalogen  bonds  in 
selected dimers of C6Cl6 and C6Br6 can explain the increase of the ES/EINT ratios for the C6Cl6 

and C6Br6  dimers. The different electrostatic potential of C6Cl6 and C6Br6 with respect to the 
other two molecules, which is the reason for the formation of dihalogen-bond structures, may 
potentially be responsible for the increased value of the ES/EINT ratio. A more detailed view 
on the electrostatic potentials of all four molecules will be presented below. In Table 3, other 
relatively interesting features can be observed. The PD structure is either the most stable or 
one of the most stable dimer structures. When investigating the ES DFT-SAPT energies for 
this structure, we found its dramatic increase for hexachloro- and hexabromobenzenes, which 
contradicts the decrease of the quadrupole moment when passing from C6H6 and C6F6 to C6Cl6 

and C6Br6. Visualizing the PD structures of all crystals (Figure 2), we found that monomers in 
C6Cl6 and C6Br6 PD dimers are much closer to each other than in the C6F6 dimer; the distance 
between the centers of mass of the C6F6, C6Cl6 and C6Br6  crystals amounts to 5.76, 3.76 and 
3.95 Å, respectively. A closer contact in the C6Cl6 and C6Br6 PD structures (which contradicts 
the larger vdW radii of Cl and Br than of F) is clearly due to very large dispersion energy (cf. 
Table 3), which pushes monomers together. The penetration energy, defined as a difference 
between SAPT electrostatic energy and multipole-multipole electrostatic energy, is negligible 
at  the  distances  larger  than  equilibrium  and  becomes  important  (attractive)  at  shorter 
distances. Large SAPT electrostatic energies for the C6Cl6 and C6Br6 dimers are thus due to 
attractive  penetration  energies  and  have  no  connection  with  quadrupole-quadrupole 
electrostatic energy.

The DISP/EINT ratios averaged over the pairs with stabilization higher than 1 kcal/mol are 
1.56, 1.69, 2.00 and 1.99 for C6H6, C6F6, C6Cl6 and C6Br6, respectively. Unsurprisingly, the 
relative importance of the dispersion contribution is the lowest for C6H6 and the highest for 
C6Cl6 and C6Br6. 

3.3 Structural analysis

The binding motifs between the central and neighboring molecules in our cluster models as 
well as the geometrical parameters of the individual dimers are discussed in the following 
subsection.

The  differences  in  the  binding  motifs  themselves,  along  with  the  different  energetic 
degeneracy  for  all  four  molecular  crystals,  reveals  that  the  relative  arrangement  of  the 
molecules in the cluster models is different (cf. Table 3).

The highest degree of the energetic as well as binding motif degeneracy is exhibited by the 
benzene crystal. The twelve molecules which surround the central molecule are grouped into 
three structural motifs, each including four dimers (cf. the first part of Table 3 and Figure S1). 
Several structural motifs can be recognized: T-shape, distorted T-shape and L-shape.

The crystal of C6F6 possesses the lowest degree of structural motif and energetic degeneracy. 
The eleven neighboring molecules are divided into eight groups (cf. the second part of Table 
3 and  Figure S1). The three the most stable dimers correspond to the PD structures.  The 
structures of the remaining eight dimers can be classified as T-shape or distorted T-shape 
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structures. The least stable dimer (with stabilization < 1 kcal/mol) with the planar molecular 
structure is rare in the cluster model.

The crystals of C6Cl6 and C6Br6 are almost identical, hence possessing similar energetic and 
structural characteristics. The fourteen neighboring molecules are divided into five groups. 
The most stable are two PD structures followed by two planar structures with two dihalogen 
bonds. As already mentioned above, dimers with dihalogen bonds are considerably less stable 
than the PD structures. Another two dimers represent a distant PD structure. The eight least 
stable dimers were included in the category of distorted halogen-bonded structures. However, 
they represent two distinct stabilization levels (cf. the third and fourth parts of  Table 3 and 
Figures 3 and S1). 

One could expect that the similarity  or the dissimilarity in the mutual arrangement of the 
neighboring  molecules  in  the  molecular  crystals  can  be  predicted  for  different  chemical 
species based on the values of molecular properties, such as permanent multipole moments, 
polarizabilities etc. However, the crystal structure analysis showed that such an assumption 
would lead to wrong interpretations. The structural differences between the crystals of C6H6 

and C6F6 are remarkable while the opposite is true when the crystals of C6Cl6 and C6Br6 are 
compared.  Nevertheless,  in  the  first  example  the  values  of  molecular  properties  are  very 
similar, whereas in the second there are significant differences (cf. Table 1). This leads us to 
the statement that more sophisticated approaches are necessary for the interpretation of the 
structural motif among noncovalently bound clusters.

In the next paragraphs, the geometrical parameters of individual dimers will be discussed. The 
most attractive pair of C6H6 is represented by the T-shape structure while the distorted T-
shape and L-shaped structures are considerably less stable (by 29 and 43 %, respectively). 
The situation with the remaining three hexahalogenebenzenes is different, and here the most 
attractive pairs correspond to the PD structures. However, while the stabilization of the PD 
structure of C6F6 is comparable to that of the remaining structures, in the case of the other 
halogenbenzenes  the  difference  is  significant.  A  comparison  of  the  PD  structures  of 
hexahalogenbenzenes  brings  quantitative  differences.  For  C6F6, the  distance  between  the 
centers  of  mass  is  5.8  Å  (Figure  2).  On  the  other  hand,  in  the  case  of  chloro-  and 
bromoderivates, the equivalent distance ranges between 3.8 and 4.0 Å, respectively. Hence, in 
the case of C6F6, the electrostatic and dispersion terms are much smaller. While for C6Cl6 and 
C6Br6 the PD structure is significantly more stable than the other structures, the situation for 
C6F6 is different and here the stability of PD and other structures (see below) differs only 
marginally.  A further comparison of the most attractive PD structure for the three studied 
halogenbenzenes leads to the electrostatic term being larger for C6Cl6 and C6Br6 (than for 
C6F6) by 4.6 and 6.9 kcal/mol, respectively. This difference is, however, significantly larger 
(by 14.6 and 17 kcal/mol)  for  the dispersion  contribution.  Consequently,  it  is  mostly the 
dispersion energy for the PD structures that makes the total stabilization energy of C6Cl6 and 
C6Br6 much larger than that of C6F6 (cf. the polarizabilities of hexahalogenbenzenes presented 
in Table 1).
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Investigating other less stable pairs, we again found more pronounced differences between 
C6H6, C6F6, C6Cl6 and C6Br6. The three most stable structures of the second crystal possess a 
PD structure while all the others have a T-shaped structure.

The crystals of hexachloro- and hexabromobenzenes differ from the crystals of benzene and 
hexafluorobenzene by the presence of  structures possessing dihalogen bonds (cf. Figure 3). 
There  are  two  structures  with  two  (“cyclic”)  dihalogen  bonds  for  each  crystal  with 
stabilization energies of 2.1 and 2.9 kcal/mol for C6Cl6 and C6Br6, respectively. The C1X1X2 

angle (α) in these structures is, as it should be, almost linear (171 and 173 degrees for C6Cl6 

and C6Br6, respectively), and the X1...X2 distance is 3.7 and 3.8 Å. The X1X2C2 angle (β) is 
123 degrees  for  C6Cl6 and  C6Br6 (cf.  Figure  3).  Other  dimer  structures,  named  distorted 
dihalogen bonds,  are not planar.  One molecule  is  distorted from the imaginary  plane (cf. 
Figure 3),  hence the structure contains  only one dihalogen bond. The arrangement  of the 
CX1X2 atoms is almost identical as in the case of structures with two (“cyclic”) dihalogen 
bonds. Originally, we expected that due to this rather short distance between heavy halogens 
the stabilization energy of the structures with dihalogen bonds will be significantly higher. 
From the Table 3 it is,  however, evident that these stabilization energies are only slightly 
larger than the stabilization energies of other structures.

Investigating different structures of hexafluorobenzene, whose stabilization energy exceeds 1 
kcal/mol, we found neither planar nor distorted structures with a difluoro noncovalent bond. 
This is caused by the fact that fluorine covalently bound to an aromatic ring usually does not 
exhibit a σ-hole, which is a prerequisite for the existence of halogen bonding (cf. Figure 1). 
This significant difference between the electrostatic potential of C6F6 and C6Cl6 (together with 
C6Br6) crystals can be seen as the reason for the significant differences in the crystal structures 
(cf. Figure 1). The region of the positive electrostatic potential (σ-hole), present at the top of 
each chlorine and bromine atom in a  hexahalogenbenzene molecule  (cf.  Figure 1),  is  the 
moiety via which the intermolecular interaction is realized (cf. Figure 3). 

Nevertheless,  the  stabilization  energies  of  various  hexafluorobenzene  structures  mostly 
having  the  T-shaped  structure  without  a  direct  X...X  interaction  are  comparable  to  the 
stabilization energies of the structures possessing dihalogen bonds.

3.4 Discussion

Similar total interaction energies (1+20) of benzene and hexafluorobenzene agree with similar 
sublimation energies of these two crystals, and the much larger total  interaction energy of 
hexachlorobenzene again agrees with its much larger sublimation energy. The relatively large 
difference in the average interaction energy of C6H6 and C6F6 (of as much as 75%) can be 
interpreted as a consequence of a different spatial orientation of the pairs within the clusters 
considered. Comparing the entire cluster model of the C6H6 and C6F6 (cf. Figure S1) crystals, 
it is evident that the former one is spherically less symmetric than the latter one, which means 
that the molecules around the central  one are ordered less compactly.  Hence,  the average 
stabilization energy of the C6H6 molecule is substantially smaller.

The significant differences between the binding motif of the most stable dimer of C6H6 and 
C6F6 crystals (T-shape and PD structure) can be seen as a consequence of a subtle difference 
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in the electrostatic  potential.  In the case of the C6H6 molecule,  where the hydrogen-atom 
regions are represented by a continuously increased positive potential (cf. Figure 1), the T-
shape conformer is energetically more preferred. On the other hand, the electrostatic potential 
of C6F6 in the regions of fluorine atoms does not show the same properties. Even though the 
fluorine  atoms  are  surrounded  by  a  negative  region  of  the  potential,  an  increase  of  the 
potential on top of each fluorine can be observed. This is a consequence of a mutual electron 
repulsion, hence the T-shape structure is not as preferred as the PD structure. 

4 Conclusions

i) Both the total and the average interaction energies increase when passing from benzene 
through hexafluorobenzene over hexachlorobenzene, and this increase is proportional to the 
increase of sublimation energy.

ii) The most favorable pair structure with benzene corresponds to the T-shaped structure while 
that for hexahalogenbenzenes corresponds systematically to the PD structure. Because of the 
much higher polarizability of the hexachloro- and hexabromobenzene, the dispersion energy 
in  this  structure  is  also  much  higher  than  that  in  the  hexafluorobenzene.  The  significant 
increase in the total interaction energy as well as in the experimental sublimation energy when 
passing from hexafluorobenzene to hexachloro- and hexabromobenzene is thus mainly caused 
by the increase in dispersion energy. Indeed, the DFT-SAPT decomposition shows that the 
dominant part of the interaction energy originates in the dispersion energy. Nevertheless, the 
relative  importance  of  the  electrostatic  contribution  increases  when  passing  to  heavier 
halogens, in case of hexabromobenzene it is at the expense of the dispersion term.

iii) The new structural type, found in the crystals of hexachloro- and hexabromobenzenes, is 
stabilized by dihalogen bonds. However, the stabilization energies of these structures do not 
differ  much  from  the  stabilization  energies  of  other,  mainly  T-shaped, structures  of 
hexahalogenzenzene.  The existence of the structures with dihalogen bonds thus cannot be 
responsible  for  the  higher  total  interaction  and  sublimation  energies  of  hexachloro-  and 
hexabromobenzene.  However,  the  presence  of  dihalogen  bonds  in  hexachloro-  and 
hexabromobenzenes has a crucial role for the determination of geometries of their crystals.
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6 Supplementary Information

The xyz coordinates of the clusters, the details on the DFT-SAPT dispersion contribution, the 
interaction energies and decompositions for all pairs and the depiction of the cluster models 
are provided. This material is available free of charge via the Internet at http://pubs.acs.org. 
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Table 1: The quadrupole moments (Q, a. u.), polarizabilities (α, Å3) and sublimation energies 
(Esub, kcal/mol) of the C6X6 (X=H, F, Cl, Br) systems

Q α Esub

C6H6 –6.59 56.23 10.7

C6F6 7.89 57.24 11.8

C6Cl6 0.25 120.63 23.8

C6Br6 –4.72 152.93 -
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Table  2:  The  interaction  energies  (in  kcal/mol)  of  the  central  molecule  with  the  20 
neighboring molecules (the Total columns) and the average interaction energies (the Average 
columns) for the clusters are shown. Its DFT and dispersion components are provided.

Total Average

ΔEDFT+Disp ΔEDFT ΔEDisp ΔEDFT+Disp ΔEDFT ΔEDisp

C6H6 –27.6 4.6 –32.2 –6.0 1.0 –7.0

C6F6 –27.9 1.0 –28.8 –10.5 –2.5 –8.0

C6Cl6 –45.6 19.3 –64.9 –13.5 5.5 –19.0

C6Br6 –61.6 24.3 –85.9 –17.6 7.3 –24.9
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Table  3:  The  DFT-D3  and  DFT-SAPT  pair  interaction  energies  (ΔE  and  EINT)  for  the 
energetically most favorable pairs. The numbers in parentheses refer to the absolute value of 
the dispersion component of the DFT-D3 energy, and besides the total DFT-SAPT interaction 
energy (EINT) also its components, electrostatic (ES), induction (IND) and dispersion (DISP) 
are presented;  all energies are listed in kcal/mol. The table shows only pairs with the DFT-
SAPT stabilization energy larger than 1.0 kcal/mol; deg stands for the degeneracy level of the 
particular structure (deg. = n means that n+1 identical structures exist).

DFT-D3 DFT-SAPT

molecule bind. motif deg. –ΔE  –ES –IND –DISP –EINT

C6H6 T-shape 3 2.8 (3.3) 1.2 0.1 3.3 2.2

distorted T-shape 3 2.0 (2.4) 1.0 0.0 2.4 1.5

L-shape 3 1.6 (2.0) 0.4 0.0 1.9 1.2

C6F6 PD 1 3.3 (2.9) 1.4 0.1 3.7 2.4

distant PD 0 3.3 (2.7) 1.7 0.1 3.7 2.4

distorted T-shape 0 3.0 (2.8) 1.0 0.1 3.6 2.3

distorted T-shape 0 2.7 (2.9) 1.0 0.1 3.7 1.9

distorted T-shape 0 2.5 (2.4) 1.1 0.1 3.2 1.8

distorted T-shape 0 2.4 (2.2) 1.1 0.1 2.9 1.7

distorted T-shape 1 2.0 (1.7) 0.5 0.0 2.0 1.6

distorted T-shape 1 1.9 (2.1) 0.7 0.0 2.8 1.2

C6Cl6 PD 1 11.5 (16.6) 6.0 0.4 19.6 9.7

dihalogen bonded 1 2.0 (2.6) 1.2 0.1 3.8 2.1

distorted T-shape 3 1.9 (2.4) 1.2 0.1 3.4 1.9

distant PD 1 1.9 (2.9) 1.1 0.0 3.7 1.7

distorted T-shape 3 1.6 (2.3) 1.3 0.1 3.4 1.6

C6Br6 PD 1 14.1 (20.9) 8.3 0.5 22.8 11.5

dihalogen bonded 1 3.0 (3.8) 2.3 0.3 5.3 2.9

distorted T-shape 3 2.7 (3.4) 2.3 0.3 4.8 2.7

distorted T-shape 3 2.1 (3.1) 2.4 0.3 4.8 2.2

distant PD 1 2.6 (4.1) 1.8 0.1 4.6 2.1
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Figure 1 (two columns)

The electrostatic potential mapped on the 0.001 e/bohr3 electron isodensity surface of C6X6 

(X=H, F,  Cl,  Br).  The maps were determined at  the B3LYP/TZVPP level  for the central 
reference molecule of the crystal model and for B3LYP/6-311+G* optimized monomers. The 
color scale is in a. u.
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Figure 2 (one column)

The  most  stable  pair  structures  for  benzene,  hexafluorobenzene,  hexachlorobenzene  and 
hexabrombenzene; the colors: silver = C, white = H, pink = F, orange = Cl and green =Br; A/ 
the side view; B/ the perspective view.
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Figure 3 (one column)

A/  the  structures  of  the  planar  dihalogen-bonded  dimer  of  hexachloro-  and 

hexabromobenzene, with two (“cyclic”) dihalogen bonds: α = 171°, β = 123°, r = 3.7 Å and α 
= 173°, β = 123°, r = 3.8 Å for C6Cl6 and C6Br6, respectively; the top view; B/ the structures of 
the  distorted  dihalogen-bonded  dimer  of  hexachloro-  and  hexabromobenzene,  with  one 

dihalogen bond: α = 175°, β = 117°, γ = 35°, r = 3.4 Å and α = 174°, β = 115°, γ = 35°, r = 
3.5 Å for C6Cl6 and C6Br6, respectively; the perspective view; the colors: silver = C, orange = 
Cl and green =Br.
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The Differences in the Sublimation Energy of Benzene and 
Hexahalogenbenzenes Are Caused by Dispersion Energy
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Table S1

The  DFT-SAPT  dispersion  (DISP)  terms  of  the  “stacked”  dimers  for  all  4  molecules 
investigated. The calculation preformed with two consistent Dunning basis sets of increasing 
size: aug-cc-pVDZ (aDZ) and aug-cc-pVTZ (aTZ). The scaling coefficient (the last column) 
calculated as the ratio between the values DISP[aTZ] and DISP[aDZ]; all the energies are 
listed in kcal/mol.

molecule pair –DISP[aDZ] –DISP[aTZ] coefficient

benzene 1-5 2.29 3.26 1.42

hexafluorobenzene 1-40 3.35 3.65 1.09

hexachlorobenzene 1-75 17.97 19.61 1.09

hexabromobenzene 1-14 20.32 22.82 1.12

Table S2

The DFT-D3 and DFT-SAPT interaction energies (in kcal/mol) for all of the pairs.
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benzene

       DFT-SAPT        DFT-D3

 pair        ES      IND     DISP    Exch    EINT         DFT      D3       ETot

 1-5           -1.18    -0.27    -3.26     2.53    -2.17     0.44    -3.28    -2.84 

 1-4           -1.18    -0.27    -3.26     2.53    -2.17     0.44    -3.28    -2.84 

 1-10          -1.18    -0.27    -3.26     2.53    -2.17     0.44    -3.28    -2.84 

 1-19          -1.18    -0.27    -3.26     2.53    -2.17     0.44    -3.28    -2.84 

 1-6           -0.99    -0.22    -2.42     2.09    -1.54     0.34    -2.37    -2.03 

 1-7           -0.99    -0.22    -2.42     2.09    -1.54     0.34    -2.37    -2.03 

 1-17          -0.99    -0.22    -2.42     2.09    -1.54     0.34    -2.37    -2.03 

 1-20          -0.99    -0.22    -2.42     2.09    -1.54     0.34    -2.37    -2.03 

 1-8           -0.40    -0.12    -1.85     1.22    -1.15     0.38    -2.00    -1.62 

 1-9           -0.40    -0.12    -1.85     1.22    -1.15     0.38    -2.00    -1.62 

 1-14          -0.40    -0.12    -1.85     1.22    -1.15     0.38    -2.00    -1.62 

 1-21          -0.40    -0.12    -1.85     1.22    -1.15     0.38    -2.00    -1.62 

 1-2           -0.09    -0.01    -0.38     0.02    -0.46    -0.05    -0.45    -0.50 

 1-3           -0.09    -0.01    -0.38     0.02    -0.46    -0.05    -0.45    -0.50 

 1-13          -0.06    -0.00    -0.20     0.00    -0.26    -0.04    -0.25    -0.29 

 1-18          -0.06    -0.00    -0.20     0.00    -0.26    -0.04    -0.25    -0.29 

 1-11          -0.02    -0.00    -0.08     0.00    -0.09    -0.01    -0.09    -0.10 

 1-15          -0.02    -0.00    -0.08     0.00    -0.09    -0.01    -0.09    -0.10 

 1-12          -0.00    -0.00    -0.04    -0.00    -0.04    -0.00    -0.04    -0.04 

 1-16          -0.00    -0.00    -0.04    -0.00    -0.04    -0.00    -0.04    -0.04 

hexafluorobenzene

       DFT-SAPT         DFT-D3

 pair        ES        IND     DISP    Exch    EINT        DFT      D3       ETot

 41-40         -1.44    -0.25    -4.76     2.97    -3.48    -0.45    -2.85    -3.30 

 41-42         -1.45    -0.25    -4.76     2.97    -3.49    -0.45    -2.85    -3.30 

 41-95         -1.69    -0.18    -4.82     3.21    -3.49    -0.60    -2.74    -3.34 

 41-128        -0.98    -0.17    -4.64     2.41    -3.38    -0.20    -2.82    -3.02 

 41-125        -1.04    -0.18    -4.83     3.05    -3.00     0.14    -2.86    -2.72 
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 41-162        -1.14    -0.18    -4.18     2.74    -2.77    -0.15    -2.39    -2.54 

 41-163        -1.07    -0.14    -3.83     2.42    -2.62    -0.29    -2.15    -2.44 

 41-17         -0.46    -0.11    -2.57     0.94    -2.20    -0.26    -1.70    -1.96 

 41-14         -0.46    -0.11    -2.57     0.94    -2.20    -0.26    -1.70    -1.96 

 41-13         -0.71    -0.10    -3.63     2.36    -2.09     0.12    -2.05    -1.93 

 41-16         -0.72    -0.10    -3.63     2.36    -2.09     0.12    -2.05    -1.93 

 41-96         -0.08    -0.03    -1.82     0.85    -1.08     0.20    -0.95    -0.75 

 41-129        -0.27    -0.04    -1.73     1.22    -0.82     0.22    -0.88    -0.66 

 41-124        -0.01    -0.01    -0.82     0.21    -0.62     0.03    -0.43    -0.40 

 41-126         0.06    -0.00    -0.26     0.00    -0.21     0.06    -0.21    -0.15 

 41-127        -0.01    -0.00    -0.17     0.00    -0.19    -0.01    -0.13    -0.14 

 41-94         -0.05    -0.00    -0.12    -0.00    -0.18    -0.03    -0.10    -0.13 

 41-59         -0.01    -0.00    -0.11     0.00    -0.12     0.02    -0.07    -0.05 

 41-69         -0.01    -0.00    -0.11    -0.00    -0.12     0.02    -0.07    -0.05 

 41-56         -0.01     0.00    -0.10     0.00    -0.11     0.01    -0.07    -0.06 

 41-161         0.01    -0.00    -0.08     0.00    -0.08     0.01    -0.06    -0.05 

 41-18         -0.01    -0.00    -0.07    -0.00    -0.08     0.02    -0.05    -0.03 

 41-44         -0.01    -0.00    -0.07     0.00    -0.08     0.02    -0.06    -0.04 

 41-60         -0.01    -0.00    -0.06     0.00    -0.07     0.02    -0.04    -0.02 

hexachlorobenzene

       DFT-SAPT         DFT-D3

 pair        ES        IND     DISP    Exch    EINT        DFT      D3       ETot

 78-75         -5.99    -1.11   -25.52    17.02   -15.60     5.19   -16.64   -11.45 

 78-81         -5.98    -1.11   -25.51    17.00   -15.60     5.19   -16.64   -11.45 

 78-66         -1.23    -0.28    -4.87     3.21    -3.17     0.60    -2.61    -2.01 

 78-90         -1.23    -0.28    -4.87     3.21    -3.17     0.60    -2.61    -2.01 

 78-22         -1.23    -0.29    -4.45     3.10    -2.88     0.51    -2.38    -1.87 

 78-26         -1.23    -0.30    -4.44     3.09    -2.88     0.50    -2.38    -1.88 

 78-39         -1.23    -0.30    -4.45     3.09    -2.88     0.50    -2.38    -1.88 

 78-43         -1.23    -0.29    -4.44     3.09    -2.87     0.50    -2.38    -1.88 

 78-69         -1.09    -0.16    -4.75     3.23    -2.76     1.02    -2.93    -1.91 
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 78-87         -1.09    -0.16    -4.75     3.23    -2.76     1.02    -2.93    -1.91 

 78-23         -1.26    -0.29    -4.44     3.37    -2.62     0.71    -2.30    -1.59 

 78-27         -1.26    -0.29    -4.44     3.37    -2.62     0.71    -2.30    -1.59 

 78-38         -1.26    -0.29    -4.44     3.37    -2.62     0.72    -2.30    -1.58 

 78-42         -1.26    -0.29    -4.44     3.38    -2.62     0.72    -2.30    -1.58 

hexabromobenzene

       DFT-SAPT         DFT-D3

 pair        ES        IND     DISP    Exch    EINT        DFT      D3       ETot

 14-11         -8.29    -1.29   -28.85    20.94   -17.48     6.77   -20.90   -14.13 

 14-17         -8.29    -1.29   -28.85    20.94   -17.48     6.77   -20.90   -14.13 

 14-26         -2.25    -0.65    -6.65     5.28    -4.28     0.81    -3.78    -2.97 

 14-2          -2.25    -0.66    -6.65     5.28    -4.28     0.81    -3.78    -2.97 

 14-49         -2.33    -0.68    -6.12     5.19    -3.93     0.72    -3.37    -2.65 

 14-53         -2.33    -0.68    -6.12     5.19    -3.93     0.72    -3.37    -2.65 

 14-70         -2.33    -0.67    -6.12     5.19    -3.93     0.72    -3.38    -2.66 

 14-66         -2.33    -0.68    -6.05     5.18    -3.87     0.72    -3.38    -2.66 

 14-50         -2.39    -0.69    -6.02     5.64    -3.46     1.06    -3.13    -2.07 

 14-54         -2.40    -0.69    -6.03     5.64    -3.47     1.06    -3.13    -2.07 

 14-65         -2.39    -0.69    -6.02     5.63    -3.47     1.06    -3.13    -2.07 

 14-69         -2.39    -0.68    -6.02     5.63    -3.46     1.06    -3.13    -2.07 

 14-5          -1.77    -0.27    -5.79     4.48    -3.34     1.52    -4.09    -2.57 

 14-23         -1.77    -0.27    -5.79     4.48    -3.34     1.52    -4.09    -2.57 
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Figure S1

Various views of the benzene (C6H6, left column), hexafluorobenzene (C6F6, middle column) 
and hexachlorobenzene (C6Cl6, right column) crystal models containing the central molecule 
(bolder) and the 20 nearest neighbors. The model for hexabromobenzene is identical to the 
hexachlorobezene.
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Reproduced with permission from The Journal of Chemical Theory and Com-
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ABSTRACT: Until recently, the description of halogen bonding by standard molecular mechanics has been poor, owing to the
lack of the so-called σ hole localized at the halogen. This region of positive electrostatic potential located on top of a halogen
atom explains the counterintuitive attraction of halogenated compounds interacting with Lewis bases. In molecular mechanics,
the σ hole is modeled by a massless point charge attached to the halogen atom and referred to as an explicit σ hole (ESH). Here,
we introduce and compare three methods of ESH construction, which differ in the complexity of the input needed. The
molecular mechanical dissociation curves of three model complexes containing bromine are compared with accurate CCSD(T)/
CBS data. Furthermore, the performance of the Amber force field enhanced by the ESH on geometry characteristics is tested on
the casein kinase 2 protein complex with seven brominated inhibitors. It is shown how various schemes depend on the selection
of the ESH parameters and to what extent the energies and geometries are reliable. The charge of 0.2e placed 1.5 Å from the
bromine atomic center is suggested as a universal model for the ESH.

1. INTRODUCTION
The halogen bond, a type of noncovalent interaction between a
halogen atom and a Lewis base, has already been extensively
studied and reviewed.1−3 Despite the fact that halogens have
higher electronegativity than carbon, which creates a negative
partial charge on halogens in organic molecules, halogens
favorably interact with a Lewis base atom, such as oxygen or
nitrogen with a lone electron pair. This counterintuitive
attraction is commonly explained by the existence of a region
of positive electrostatic potential (ESP), located on top of the
halogen atom.4 This region, usually referred to as the σ hole, is
an inherent feature of compounds containing covalently bound
halogens; i.e., it is not induced by the interacting partner in a
complex.
The halogen bond motif has been found in various crystalline

materials as well as in biomolecular complexes and thus attracts
the attention of current science.5,6 It plays an especially
important role in the design of novel drugs, and as many as
about 40% of newly introduced drugs contain halogens.7 It is
believed that halogen bonding is at least partially responsible
for the high biological action of these drugs. The basic problem
which has triggered our interest in this field is that molecular
mechanics (MM), which is almost exclusively used in in silico
drug design, fails to describe halogen bonding (see below). The
strength of the halogen bond reaches several kilocalories per
mole and increases with the atomic number of the halogenit
is rather weak for chlorine and strongest for iodine. A fluorine

atom covalently bound in organic molecules usually does not
contain a σ hole, which turns into an inability to create a
halogen bond in such systems.3 When, however, fluorine is
bound to a more electronegative atom than carbon, for instance
to another fluorine, the σ hole is again formed.8 Also, inorganic
halogen-bonded complexes containing fluorine covalently
bound to carbon were recognized.9 Besides the electrostatic
component of the interaction energy, dispersion was also
shown to be essential, mainly owing to the close contacts of
two atoms with high polarizability (C or N and halogen).10

Until recently, the description of halogen bonds with
common biomolecular empirical force fields (e.g., the Amber
family of force fields)11,12 has been poor. Our observation of
the faulty behavior of the General Amber Force Field
(GAFF)12 in the description of the protein−ligand interaction
is certainly not rare.13 Generally, the nonbonded interaction
between a halogen atom and any other atom (as between any
two atoms) within the empirical force field is characterized by a
partial charge centered on the halogen and two Lennard-Jones
(LJ) parameters standing effectively for Pauli repulsion and
dispersion attraction. The polarization effects are either
included implicitly in the prepolarized charge and LJ
parameters14,15 or explicitly via an additional polarizability
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parameter. The anisotropy of the ESP around the halogen atom
(i.e., σ hole), which is of quantum origin, is missing completely.
Very recently, a novel approach was suggested by Ibrahim,16

who modeled a σ hole explicitly as a massless point charge
placed on top of the halogen atom. He applied the explicit σ
hole (called “extra point” in ref 16) to calculate the interaction
energies and solvation energies as well as to run a short
molecular dynamics of a protein−ligand complex. The
procedure will be described and discussed below. In the past,
the idea of an extra point charge (negative) in the force field
was utilized to mimic a lone pair of Lewis bases.17,18 While the
use with halogens appears to be promising, a deeper insight
into the construction of the σ hole as well as a revision of the
comparison with the benchmark data seem to be needed.
The aim of this study is to provide several schemes of the

explicit σ hole (ESH) construction and to compare the ability
of the Amber empirical force field with and without the ESH to
describe the energetics and geometrical features of halogen
bonding. Recently,19 we applied one of the schemes for an
advanced scoring study of aldose reductase inhibitors, one of
which contains halogen, with compelling results. Here, we have
limited the complexes studied to the brominated ones, and
besides the model systems we have also investigated protein−
ligand complexes. It should be mentioned that the halogen
bond in these systems contributes significantly to their
biological action. The treatment of brominated compounds is
the least problematic among halogens. The strength of the
bromine halogen bond is significantly higher as compared to
chlorine,3,4 and the results are less biased by the eventual
relativistic effects than they might be in the iodine case.

2. METHODS
2.1. ESH Construction. We studied three different ways to

include the anisotropy of the ESP around the bromine atom
described by the GAFF. Because of the electrostatic character
of the σ hole, we have not applied any changes to the LJ
parameters. We admit that a further reparameterization of LJ
parameters might improve the results, but the design of the new
halogen parameters does not seem to be as conspicuous as in
the case of the σ hole.
In the first scheme, we calculated the molecular mechanical

charges by means of the RESP methodology20 and substituted
the bromine point charge placed on the atomic center with two
chargesthe first representing a σ hole placed at a fixed
distance from the bromine atomic center and the second
representing a bromine atom. The σ-hole charge and bromine
charge were chosen in such a way that the sum of them was
equal to the bromine value obtained by the usual RESP fit. In
other words, we subtract the ESH charge from the bromine
charge. All of the other atomic partial charges were kept intact.
In fact, we replaced the point charge of the bromine with a
dipole moment, the size of which is parametrically dependent.
The first approach, abbreviated here “nF” (as “no fit”), contains
two parametersthe charge of the ESH and its distance from
the atomic center of bromine. It should be noted that the
atomic partial charges of all of the atoms have to be known
prior to the construction of the σ hole. On the other hand, no
further ab initio calculation is needed, which saves computa-
tional time significantly.
Contrary to the first approach, where no charges were

modified during the construction of the ESH except for the
charge of bromine, in the second scheme we chose the charge
of the ESH and its distance and adjusted the partial charges of

the rest of the molecule employing the RESP methodology.
Two parameters had to be attributed to the ESH (i.e., charge
and distance) in this approach, called “rF” (abbreviated as “rest
fit”). The effect of the ESH is more delocalized across the
molecule, and no charges need to be known prior to the
construction of the ESH. More likely, the ab initio electrostatic
potential grid has to be known in order to perform the RESP
fit.
The third approach, abbreviated as “aF” (“all fit”), is identical

to that introduced by Ibrahim. Fundamentally, only one
parameter of ESH is needed here, i.e., the distance of the
ESH from the bromine atomic center. The charge of the ESH
was calculated by means of RESP. In other words, before the
calculation of the partial charges using RESP, an additional
fitting position was placed on top of the bromine atom.
Undoubtedly, the charge of the ESH was as physically correct
as possible (within the validity of the RESP technique) in this
case. In ref 16, the ESH was allowed to move on the sphere of
bromine providing the bond and angle force constants of Br−
ESH and C−Br−ESH, respectively. We rather kept the position
of the ESH fixed in order to be consistent with the previous
two approaches and to reduce the number of degrees of
freedom in the parametrization. Indeed, the origin and
significance of the force constants in ref 16 comes from the
previous studies of oxygen lone pairs.17,18 We claim that the
ESH should be constructed within the bromime van der Waals
diameter. In the case of GAFF, the repulsion LJ parameter σ
(not to be confused with the σ hole) is 1.8 Å (giving the rmin =
2.02 Å).12 Since in the original paper, the ESH was placed out
of this region, a repulsion LJ parameter was necessary to
maintain the numerical stability of the calculation/simulation.
We applied the σ LJ parameter of 1.00 Å as provided in ref 16.
The approaches are summarized in Table 1. The complexity

of the input data differs across the schemes. While the nF

scheme needs partial charges of the atoms (low complexity
data), the rF and aF schemes require the ab initio grid of the
electrostatic potential (highly complex data). Thus, the ratio of
the accuracy/computer demands has to be considered as well.

2.2. Gas-Phase Interaction Energies. To clarify the
importance of particular ESH parameters, we compared the ab
initio gas-phase dissociation curves calculated on the CCSD-
(T)/CBS level with the MM dissociation curves calculated with
and without the ESH. As a reference method, we used the
CCSD(T)/CBS technique, which, as the only QM method,
describes the various motives of noncovalent interactions,
including halogen bonding, with chemical (about 1 kcal/mol)
or even subchemical (about 0.1 kcal/mol) accuracy.21

Table 1. A Summary of the ESH Construction Schemes

nF (no fit) rF (rest fit) aF (all fit)

parameters charge, distance charge, distance distance

range charge 0.05−0.50e 0.05 − 0.50e
distance 0.8−1.6 Å 0.8−1.6 Å 0.8−2.6 Åa

step charge 0.05e 0.05e
distance 0.1 Å 0.1 Å 0.2 Å

charges needed a
priori

yes no no

ab initio ESP grid
needed

no yes yes

aThe Br−ESH distance range was higher in the aF case to make the
results comparable with the results from ref 15.
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Generally, the reference CCSD(T)/CBS data are accurate and
adequately describe the dispersion interaction, unlike the DFT/
B3LYP treatment or basis-set-superposition-error (BSSE)
uncorrected MP2 treatment used in ref 16 as the benchmark.
Since the dispersion energy contributes significantly10 and
sometimes dominantly to the halogen-bond stabilization, its
nonadequate treatment can strongly affect the parametrization
and/or verification of the ESH. Moreover, Lu and co-workers
showed on the set of halogen bonded complexes that B3LYP
performs rather poorly when compared with other DFT
functionals.22 The B3LYP average absolute error in interaction
energy was as much as 0.86 kcal/mol, which was tens percent of
the total interaction energies.22

In this study, the complete basis set values were estimated by
the extrapolation of the aug-cc-pVDZ and aug-cc-pVTZ BSSE
corrected values. The BSSE correction was done employing the
counterpoise scheme of Boys and Bernardi.23 For the
CCSD(T) calculation, the Molpro program suite was used.24

The studied complexes were bromobenzene···acetone (Br_O),
bromobenzene···trimethylammonia (Br_N), and 1-bromo-3,5-
difluorobenzene···acetone (Br2F_O).
The structures were prepared as follows: We started with an

idealized halogen bond of the Br_O complex (C−Br···O angle
= 180°, Br···OC angle = 120°) and performed the full
gradient optimization at the MP2/cc-pVTZ level. The final C−
Br···O angle was 178.9°, but the same procedure in the
Br2F_O case led to a structure significantly distorted by
secondary (nonhalogen bonding) interactions. Since our major
interest was in the halogen bond itself rather than in the overall
interaction between the two molecules, we decided to keep the
nearly ideal halogen bond distance and C−Br···O angle of the
Br_O complex fixed for the Br2F_O case and optimize the rest.
The Br_N complex was fully optimized at the MP2/cc-pVTZ
level starting from the 180° C−Br···N angle. From the
optimized structures, we generated a series of dissociative
geometries by varying the intermolecular distance, while
keeping all other geometrical parameters fixed. These geo-
metries, which were not reoptimized, were used for CCSD(T)
calculations of dissociation curves. Hence, these curves do not
represent the true molecular separation from the minimum but
rather a genuine halogen bond dissociation.
The geometric and energetic features of the complexes are

summarized in Table 2. The structures with intermolecular
distances corresponding to the lowest energy are shown in
Figure 1. All of the geometries are available in xyz file format as
the Supporting Information. The CCSD(T)/CBS interaction
energies are shown in Table S1.

For MM calculations, the monomers were optimized at the
B3LYP/cc-pVTZ level followed by the calculation of the ESP
grid points around the molecule. The grid was constructed with
eight layers with a density of three points per unit area (see the
Gaussian manual).25 This option increases the statistical
accuracy of the RESP procedure especially in the area around
bromine, and as shown below it has a dramatic impact on the
quality of the partial charges. The comparison of the MM and
CCSD(T) gas-phase energies is not straightforward and might
be questioned.26−28 The reason is that the common
biomolecular force fields were originally designed for the
condensed phase. For instance, the charges obtained by the
RESP fit onto the ESP grid points calculated at the HF/6-31G*
level are usually higher in magnitude by about 15% than the
real vacuum charges, which should, as proposed by Cornell et
al.,15 intentionally compensate for the missing polarization in
the empirical force field.
Recently, a study about the polarization of σ holes was

published.29 On the set of hydrogen bonded complexes, the
authors showed that polarization effects might have substantial
effect on the extent of the σ hole. We assume that the extent of
missing polarization in the force field is of similar magnitude as
in the case of σ holes. Thus, to be consistent, the ESP grid
points here were calculated at the HF/6-31G* level, as
suggested by the developers of the General Amber Force
Field, and also at the B3LYP/cc-pVTZ level. Using the DFT
method with a significantly larger basis set provides vacuum
charges which are not prepolarized and suitably represent the
gas-phase electrostatics.28 For each complex and each ESH
variant, two charge sets were thus prepared.
It should be stressed that the MM gas phase calculations

were performed to help build up an idea of how the energetics

Table 2. The Location of the Energy Minima of the Dissociation Curvesa

complex Br2F_O Br_O Br_N

CCSD(T)/CBS Emin [kcal/mol] −2.43 −2.96 −3.62
dmin [Å] 3.1 3.1 2.9

no ESH Emin [kcal/mol] −0.70 −0.38 −0.73
dmin [Å] 3.5 3.5 3.5

nF Emin [kcal/mol] −3.14 (1.6, 0.10) −2.28 (1.5, 0.10) −3.83 (1.6, 0.20)
dmin [Å] 3.1 (1.6, 0.10) 3.3 (1.5, 0.10) 3.3 (1.6, 0.20)

rF Emin [kcal/mol] −2.80 (1.5, 0.15) −2.33 (1.5, 0.15) −3.93(1.6, 0.30)
dmin [Å] 3.1 (1.5, 0.15) 3.3(1.5, 0.15) 3.3 (1.6, 0.30)

aF Emin [kcal/mol] −2.90 (2.2) −2.48 (2.0) −2.18 (2.4)
dmin [Å] 3.1 (2.2) 3.1 (2.0) 3.3 (2.4)

aScheme without ESH (abbrev. “no ESH”) as well as with ESH are shown for B3LYP charge sets. Where relevant, the ESH parameters are provided
in the parentheses. MM values of Emin and dmin correspond to the lowest mean unsigned absolute error shown in Table 5.

Figure 1. The structures of the complexes investigated in the gas
phase. Br2F_O stands for the 1-bromo-3,5-difluorobenzene···acetone
complex. Br_O stands for the bromobenzene···acetone complex, and
Br_N stands for the bromobenzene···trimethylammonia complex.
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of halogen bonding is affected by various ESH parameters,
while using liquid-phase parameters (i.e., LJ and bonding).
Thus, for instance, we abandoned performing gas phase
geometry optimizations, which would be difficult to interpret,
indeed. Instead, we investigated the role of ESH on molecular
geometries in the protein−ligand case (see bellow).
We performed a two-dimensional scan of the parameters in

the nF and rF approaches and a one-dimensional scan for the
aF approach. For each point (q, d) (charge, distance) or (d)
(distance), we calculated the dissociation curve of all of the
complexes. The calculations of the MM interaction energies
were performed without cutoffs. The Gromacs program suite29

was used for the MM calculations. The ESH was represented by
a so-called virtual site algorithm available in the program as
described by Berendsen and van Gunsteren.31,32 This algorithm
keeps the ESH position fixed with respect to the real atoms and
redistributes the forces acting on ESH properly.
2.3. Optimization of Protein−Ligand Complexes. The

effect of the ESH parameters on the geometry of a protein−
ligand complex was tested on the set of casein kinase 2 (CK2)
complexes, which we investigated recently.13 The protein is
inhibited by polyhalogenated ligands,33−35 from which seven
tetrabrominated ones were chosen. Their structural formulas
are shown in Figure 2. High-quality X-ray structures are
available in the Protein Data Bank under the codes 1J91, 1ZOE,
1ZOG, 1ZOH, 2OXD, 2OXX, and 2OXY.36−38 All of the
complexes were energy minimized, and the position of the
ligand in the active site was evaluated.
The protein was described using the Amber parm03 force

field11,39 and the ligands using GAFF.12 We used HF charge
sets consistently with the force-field definitions. All of the
bromines were enhanced by the ESH using all of the
approaches mentioned (i.e., nF, rF, and aF). Such a system
was energy minimized in the implicit Generalized Born model
until the maximum force was lower than 2.4 × 10−5 kcal/mol/
Å. The L-BFGS algorithm together with no cutoffs for
interatomic interactions were used. To decrease the complexity
of the problem, all of the heavy atoms except for the active site
were under the position restraints of 12 kcal/mol/Å2. The
active site was chosen on the basis of visual inspection40 and is
shown in Figure 3. The same setup was used for minimizations
without the ESH.
The root-mean-square deviation (RMSD) of the heavy atoms

was calculated with respect to the X-ray structure. At first, the
backbone coordinates of the minimized structure were aligned
onto the X-ray coordinates, followed by the separate
calculations of ligand and active-site amino acid RMSDs. The
number of oxygen atoms within a 3.5 Å vicinity of the bromine
atoms was calculated. The value stands for the approximate
number of the halogen bonds between the ligand and protein.
This was done for all of the ESH parameters summarized in
Table 1.

3. RESULTS AND DISCUSSION

3.1. Gas-Phase Interaction Energies. The introduction of
the ESH led to the variation of the bromine and other atomic
partial charges. The representative values of the charges are
shown in Table 3. The aF charges are considered to be more
physically sound than those of the nF and rF. The charges of
the ESH and the closest atoms vary with the Br−ESH distance,
and these variations are similarly pronounced for the rF and aF
schemes. In contrast, the nF scheme by definition varies the
ESH and Br charges differently, and the other charges are kept
intact (see Methods). When the aF ESH charges in
bromobenzene and 1-bromo-3,5-difluorobenzene are com-
pared, the latter contains a less positively charged ESH.
However, the magnitude of the σ hole should be higher in
fluorinated bromobenzene, as discussed in ref 41. The lower
ESH charge in the case of 1-bromo-3,5-difluorobenzene is thus
quite counterintuitive. It seems that the counterintuitive ESH
charges are a consequence of the RESP fitting scheme we used,
where we did not employ the default Gaussian program setup
for ESP grid calculation (4 layers, density 1 point/Å) but
enhanced ESP grid (8 layers, density 3 points/Å). Interestingly,
we found that when the default ESP grid is used for RESP
fitting, the resulting ESH charges are intuitive (i.e., ESH is more
positive for 1-bromo-3,5-difluorobenzene compared with
bromobenzene). We investigated a set of halogenated
molecules42 with different ESP grids. We conclude that for
denser ESP grids, we obtained a better RESP fit in terms of
relative ESP root-mean-square error (not shown), although the
dipole moments were not always improved. The unlikely
performance of RESP fitting procedure might be attributed to
the complicated ESP shape around the halogen atom.

Figure 2. The structures of the tetrabrominated CK2 inhibitors and the corresponding PDB codes.

Figure 3. The overall shape of the CK2 protein. The selection of the
active-site amino acids (orange) and the ligand (blue) were allowed to
move freely during the optimization. The remaining amino acids
(gray) were subject to position restraints of 12 kcal/mol/Å2.
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In Figure 4, the ESP of the σ hole calculated at the B3LYP/
cc-pVTZ and various MM schemes is shown. Qualitatively
wrong results of the model lacking ESH are apparent (second
row plots). No region with positive ESH results from the
original force field in contrast with ESH schemes. Indeed, the
electrostatic potentials of the benzenes are well behaved in all
of the ESH schemes, and Br2F experiences a region which is
more positively charged, in agreement with the ab initio data.41

The MM electrostatic potential plots were calculated with the
charges derived from the denser ESH grid (i.e., 8 layers, 3
points/Å) calculated at B3LYP/cc-pVTZ. This is, no doubt, an
important finding, showing that the simple MM treatment
enhanced by ESH is able to describe effectively a complicated
induction and the polarization effects of fluorines on bromine.
Table 4 shows the dipole moments for various ESH models

and relative root-mean-square errors (RRMS) of the MM ESP
with respect to the QM ESP. Standard RESP fit without any
ESH yields quite good dipole moments differing by less that 0.2
D. When ESH was introduced by the simplest nF scheme, the
dipole moments worsened notably, differing by about 0.4 D.
Both “fitting” schemes (i.e., rF and aF) perform much better,
providing better dipole moments than the scheme without
ESH. The quality of the RESP fit in terms of RRMS is also
improved when ESH is included by rF or aF schemes. The
simplest nF scheme is not based on ESP generation, hence no
RRMS values are provided.
The magnitude of the charges has a direct effect on the

dissociation curves. The representative dissociation curves are
plotted in Figure 5. For all of the dissociation curves, we have
calculated the mean unsigned absolute error (MUAE) and

mean unsigned relative error (MURE) according to eqs 1 and
2.
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Table 3. The B3LYP Atomic Partial Charges of the
Bromobenzene and 1-Bromo-3,5-Difluorobenzene
Calculated Using Various Schemesa

bromobenzene

d/Å no ESH nF rF aF

ESH 0.8 0.30 0.30 0.29447
1.2 0.15 0.15 0.15965
1.6 0.10 0.10 0.09641

Br 0.8 −0.07145 −0.37145 −0.58701 −0.57727
1.2 −0.07145 −0.22145 −0.38922 −0.41041
1.6 −0.07145 −0.17145 −0.32663 −0.31709

C 0.8 −0.13085 −0.13085 0.31959 0.30966
1.2 −0.13085 −0.13085 0.23242 0.26086
1.6 −0.13085 −0.13085 0.22171 0.20644

1-bromo-3,5-difluorobenzene

d/Å no ESH nF rF aF

ESH 0.8 0.20 0.20 0.20462
1.2 0.10 0.10 0.11694
1.6 0.10 0.10 0.07350

Br 0.8 −0.0802 −0.21802 −0.36148 −0.36957
1.2 −0.0802 −0.11802 −0.23042 −0.26715
1.6 −0.0802 −0.11802 −0.27764 −0.20684

C 0.8 −0.17183 −0.17183 0.13140 0.13948
1.2 −0.17183 −0.17183 0.07823 0.12575
1.6 −0.17183 −0.17183 0.21757 0.10058

aOnly the ESH, bromine and carbon covalently bound to bromine are
shown. The values for several Br-ESH distances d are shown. Note that
in the nF and rF cases, the ESH charge is an arbitrary parameter while
in the aF case it is calculated from the ab initio data. The charges from
the unmodified force field are provided in “no ESH” column. For
details about the schemes, see the Methods section.

Figure 4. The electrostatic potential maps of the σ hole for
bromobenzene (left) and 1-bromo-3,5-difluorobenzene (right). The
negative values are in blue, the positive in white and red. The ESP in
the hatched areas was calculated at the B3LYP/cc-pVTZ level (abbrev.
QM), with the standard MM (abbrev. “no ESH”) and with three ESH
schemes. The ESH is located at x = 0.0, y = 0.0. The bromine atom is
located at x = 0.0, y = 1.2. The charge parameter of the nF and rF
schemes was chosen to be 0.10e.
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where N is the number of points of the dissociation curves and
E(MM) and E(QM) are the interaction energies calculated
with a force field or on an ab initio level, respectively. Both
quantities express how well the dissociation curves are
represented with respect to the references data. While the
MUAE presented in kilocalories per mole shows the absolute
difference between the curves, the MURE presented in
percentage (%) describes the relative difference. No informa-
tion about the overestimation or underestimation of the
interaction energies is provided. Owing to the enormous errors
of the repulsion parts of the curves (not shown), only the
points which are farther than the minima of the CCSD(T)/
CBS curves were considered. For the B3LYP charge sets, the
lowest MUAE and MURE are summarized in Tables 5 and 6.
The plots MUAE and MURE as well as the dissociation curves
for all of the ESH parameters are provided as Supporting
Information.
The B3LYP charge sets are discussed first and the HF charge

sets are mentioned below. First, a complete failure of the
unmodified force field is apparent. The MUAE reaches about 1
kcal/mol for complexes of acetone and almost 3 kcal/mol for a
complex of trimethylammonia, which is comparable with the
absolute values of the interaction energies. This fact is well
reflected by the high values of the MURE, reaching as much as
300% in the bromobenzene···acetone case. The inclusion of the
ESH by any scheme improves the results greatly. The

improvement of the acetone complex results is more
pronounced than that of trimethylammonia. We claim that
this is probably because of the higher electrostatic nature of the
interaction in the acetone cases. The electrostatic contribution,
originally not covered by the force field well, is corrected for by

Table 4. RESP Fit Characteristicsa

molecule bromobenzene 1-bromo-3,5-difluorobenzene

μ [D] (QM) 1.83 0.11
μ [D] (no ESH) 1.99 0.16
μ [D] (nF: 1.2, 0.1) 1.42 0.40
μ [D] (rF: 1.2, 0.1) 1.95 0.13
μ [D] (aF: 1.2) 1.93 0.12
RRMS [%] (no ESH) 18.8 23.0
RRMS [%] (nF: 1.2, 0.1))
RRMS [%] (rF: 1.2, 0.1) 12.5 14.5
RRMS [%] (aF: 1.2) 10.6 13.9

aDipole moments for various ESH models and relative root mean
square errors (RRMS) of the MM ESP with respect to the QM ESP.
Only results for B3LYP charge set are shown.

Figure 5. The dependence of the dissociation curves on the Br-ESH distance. The results for a charge of 0.20e in the nF and rF cases are shown. The
charge of the aF is calculated exactly (see Methods). The lighter the curve is, the larger the Br−ESH distance used. The dissociation curve calculated
with the force field lacking the ESH is plotted in orange; the reference ab initio data are in black.

Table 5. The Lowest Mean Unsigned Absolute Error
(MUAE) for R > Req

a

B3LYP

no ESH nF rF aF

Br2F_O 1.17 0.17 (1.6, 0.10) 0.09 (1.5, 0.15) 0.05 (2.2)
Br_O 1.16 0.14 (1.5, 0.10) 0.08 (1.5, 0.15) 0.04 (2.0)
Br_N 2.93 0.83 (1.6, 0.20) 0.73 (1.6, 0.30) 1.27 (2.4)

HF

no ESH nF rF aF

Br2F_O 1.18 0.16 (1.4, 0.10) 0.09 (1.4, 0.15) 0.03 (2.0)
Br_O 1.29 0.13 (1.5, 0.10) 0.06 (1.3, 0.20) 0.10 (2.0)
Br_N 3.13 0.84 (1.6, 0.15) 0.72 (1.6, 0.25) 0.98 (2.4)

aThe ESH parameters (d, q) for the nF and rF schemes or (d) for the
aF scheme are provided in parentheses. The results of the unmodified
force field not containing the ESH are shown in the “no ESH” column.
The MUAE values are in kcal/mol, the distance in Å, and the charge in
e.

Table 6. The Lowest Mean Unsigned Relative Error
(MURE) for R > Req

a

B3LYP

no ESH nF rF aF

Br2F_O 75.1 20.0 (1.6, 0.05) 6.2 (1.4, 0.15) 8.6 (2.2)
Br_O 306.2 31.2 (1.6, 0.05) 13.0 (1.0, 0.30) 42.5 (2.0)
Br_N 106.4 57.5 (1.6, 0.10) 41.9 (1.6, 0.20) 38.0 (2.4)

HF

no ESH nF rF aF

Br2F_O 75.6 19.0 (1.6, 0.05) 4.1 (1.6, 0.10) 4.0 (2.0)
Br_O 417.0 28.1 (1.2, 0.10) 19.1 (0.9, 0.45) 122.2 (2.0)
Br_N 122.2 51.7 (1.6, 0.10) 35.8 (1.6, 0.20) 32.6 (2.4)

aThe ESH parameters (d, q) for the nF and rF schemes or (d) for the
aF scheme are provided in parentheses. The results of the unmodified
force field not containing the ESH are shown in the “no ESH” column.
The MURE values are in %, the distance in Å, and the charge in e.
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the ESH. Other drawbacks of the force field, such as the
unreliable repulsion part, which is largely pronounced in the
Br_N case, are not directly connected with the ESH concept
and hence cannot really be corrected for by ESH.
Both rF and aF perform better than nF. It should not be

surprising, because the atomic charge set in the rF and aF
schemes represents the true ab initio electrostatic potential
better than nF. The nF electrostatic potential is slightly
overestimated as shown in Figure 4, third row, as compared
with rF and aF (Figure 4, fourth and fifth rows) for both
halogenated benzenes. The MUAE of the acetone complexes
for the rF and aF schemes is lower than 0.1 kcal/mol and
slightly higher (about 0.15 kcal/mol) for the nF scheme. For
the trimethylammonia case, the two-parameter models (nF and
rF) perform better than one-parameter models (aF), providing
MUAEs of 0.83, 0.73, and 1.27, respectively, still much better
than the original force field without the ESH. In this context, it
should be noted that the additional degree of freedom, i.e., the
charge, in the nF and rF cases, unlike with aF, might
compensate for the worse repulsion in the Br_N case, yielding
better results for nF and rF than aF.
Generally, for two parameter models, the lowest MUAE and

MURE were obtained with rather higher Br−ESH distances
(above 1.4 Å) and lower ESH charges (below 0.20e). However,
the lowest MUAE of all was calculated by the one-parameter aF
model. The Br−ESH distance of 2.0 Å in this case is
questionable owing to the need for an ESH repulsion
parameter.
Table 2 shows the optimum distances, absolute interaction

energies, and ESH parameters for the curves with the lowest
MUAE. The numbers suggest that the repulsion parameter of
bromine should be addressed in the future since almost all of
the lowest MUAE curves’ minima lie in somewhat too high
distances.
3.2. Different Charge Sets. The lowest MUAE and

MURE for the HF charge sets are presented in Tables 5 and 6.
Due to the larger magnitude of the charges as compared to
B3LYP charges, the differences between the various d and q or
d parameters were slightly more pronounced. The best MUAE
and MURE values are fully comparable with the B3LYP charge
sets, and the overall behavior of the parameter dependence is
also similar, as shown in Figures S1, S2, and S3.
3.3. Optimization of Protein−Ligand Complexes. We

investigated the effect of the d and q or d parameter selection
on the quality of the optimized protein−ligand geometries. The
representative root-mean-square deviations (RMSDs) of the
ligand with respect to the X-ray structure are depicted in Figure
6 in red, and those of the entire active site are depicted in blue.
Only the results for the 1ZOE complex are shown. The RMSD
plots for all of the ligands are provided in Supporting
Information, Figure S4. The projections of the 3D plots
represent the nF and rF schemes (Figure 6, first and second
rows); the 2D plot is for the aF approach (Figure 6, third row).
In the 3D plots, the darker the color is and the higher the
RMSD the optimized structure has, the worse the result it
represents. Note the different ranges of the colors. In orange,
the number of the protein oxygen atoms which are located
closer than 3.5 Å to the ligand bromine atoms is shown
(abbreviated as “xbs”). The numbers of “xbs” halogen−oxygen
contacts for all of the ligands are provided in the Supporting
Information, Figure S6.
Two-dimensional models (nF, rF) provide better results for

higher Br−ESH distances and higher ESH charges (the bright

areas in Figures 6 and S4). The closer contact of the ESH with
protein oxygen atoms tends to stabilize the correct geometry of
the protein−ligand complex. The RMSDs of the entire active
site are noisier, but a trend similar to ligand RMSDs is apparent.
Moreover, the range of the values is narrower as compared to
the ligand values. It should be noted that despite the fact that in
the nF and rF cases the charges of all four bromine atoms were
chosen to be identical, the bromine atoms do not behave
identically in the calculations. The vicinity of bromines creates a
unique electrostatic potential around each of the bromine
atoms, thus assuring the requirement of the distinguishability
between them in accordance with chemical intuition.
The X-ray bromine−oxygen contacts vary between zero

(1J91 complex) and three (1ZOH complex). As shown in
Figure S6, the regions of the (d, q) space which provide the
correct number of bromine−oxygen contacts are similar to
those with lower ligand RMSDs (i.e., larger Br−ESH distance
and higher charge). The results of the one-parameter aF
scheme are fully comparable with two-parameter schemes.
The summary of the lowest ligand RMSDs is shown in Table

7. We defined a quality “success” as a percentage number of
parameter combinations (d, q) which provided a lower RMSD
than the unmodified force field without the ESH. For the aF
approach, the quantity is defined in a similar one-dimensional
manner. The higher the success is, the less parameter-
dependent the scheme appears to be. The success values are
provided also in Table 7.

Figure 6. The optimization results of the 1ZOE complex. Two-
dimensional scans of the d and q parameters were performed for the
nF and rF schemes (the first and second row); a one-dimensional scan
was conducted for the aF scheme (the third row). The RMSDs of the
ligand with respect to the active side are depicted in red; the RMSDs
of the entire active site are depicted in blue. The numbers of oxygen
atoms “xbs” located within 3.5 Å of the bromine atoms are in orange.
For comparison, the X-ray structure contains two bromine−oxygen
contacts (i.e., xbs = 2), and the force field lacking the ESH provided a
structure without any bromine−oxygen contact (i.e., xbs = 0).
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The unmodified force field yielded the lowest ligand RMSD
for the 1ZOH case (0.48 Å) but the highest RMSD for 2OXY
(1.94 Å). Considering the size of the ligand, all of the values
higher than 1.0 Å might be considered as a significant failure.
The RMSDs for the nF case are quite similar or better than the
unmodified force field, and a high percentage of ESH (d, q)
combinations provides an improvement of the ligand geometry
within the active site of the protein. An exception is the 1ZOH
case, where no (d, q) combination led to a lower RMSD in both
the nF and rF schemes. The reasons are 2-foldfirst, the
unmodified force field itself already provides quite good
agreement with the X-ray data, and second, the higher
RMSD is mostly caused by the undesirable movement of the
five-member ring of the ligand upon minimization. However,
the number of bromine−oxygen contacts in the 1ZOH case
was indeed improved by adding the ESH into the force field
(see Figure S6).
The rF results are very similar to those of nF. The 1ZOH

problem is still pronounced, but the success values are slightly
better than for the other ligands. Two-parameter schemes are
thus quite comparable in spite of the different quality of the
partial charges. The one-parameter aF scheme provided much
lower RMSDs as compared to the unmodified force field. In
four cases, values lower than 0.1 Å were obtained, which is
certainly a remarkable result. However, like in the gas phase
calculations, the best results were obtained for rather high Br−
ESH distances (2.2 Å or more). When one keeps in mind that
the common halogen-bond length (i.e., the distance between
the halogen and Lewis base) is about 3.2 Å, then the position of
the ESH in the best performing aF force-field modifications is
only about 1 Å. This might be undesirable for force-field
calculations as well as for MD because of the high probability of
a collision of the respective atoms. The physical correctness of
this charge alignment is still questionable. High success values
across the schemes suggest that any force-field enhancement by
the ESH is promising and needed.

4. SUMMARY

We have presented and compared three schemes for the
description of the anisotropy of the charge distribution of
halogenated ligands in molecular mechanics. The molecular
mechanical explicit σ hole (ESH) was constructed as a massless
point charge. The one-parameter model aF provided excellent
results in both the gas-phase calculations and protein−ligand
geometry optimization, but only for very high Br−ESH
distances (more than 2.0 Å) beyond the bromine vdW radius.
The charge of the ESH fitted to the electrostatic-potential grid
seems to be somewhat too small to ensure significant

improvement when placed within the bromine van der Waals
radius. When placed further outside, the ESH performs much
better, but probably for wrong reasons. The ESH then is very
close (even less than 1 Å) to the electron-donor atom.
Both two-parameter models nF and rF performed slightly

worse as compared to the aF scheme. The rF scheme gas-phase
interaction energies were better than the nF owing to a more
physical description of the electrostatic potentials of the
halogenated molecules. The results of the protein−ligand
geometry optimizations were very similar. Generally, all of the
calculations with the ESH surpass those without ESH.
The practical aspects were considered with the following

conclusions: Placing the ESH outside the van der Waals radius
might cause numerical instabilities of MD simulations. Thus, a
modest overestimation of the ESH charge makes it possible to
reach sufficiently short Br−ESH distances. For the adjustment
of the other atomic charges, an electrostatic-potential grid
based on ab initio calculation is needed. This might be a
complication for large molecules or for a high number of
molecules studied (e.g., drug-design docking/scoring studies).
In that case, the nF scheme is an acceptable alternative because
the time-consuming ESP grid generation is not necessary.
We showed that ESP is well represented by a low charged

ESH placed about 1.2 Å from the bromine mass center.
Perhaps, due to the poor repulsion part of the force field,
particularly bromine, the best results (in terms of energy as well
as protein−ligand geometry) were obtained with ESH at a
larger distance form the halogen. According to our results, we
suggest a Br−ESH distance of 1.5 Å and an ESH charge of
0.20e as competent parameters for brominated molecules.
Similar results might be expected when a higher charge is
attached closer to the bromine atomic center, although with a
better stability of the simulations. Indeed, these universal
parameters might be improved by a careful parametrization
targeted to the specific molecules/problems, but we believe that
for the majority of the problems solved by molecular mechanics
the parameters are sufficiently reliable.
To prove the ESH concept completely, an application to

molecular dynamics is also needed. Certainly, it is beyond the
scope of this paper, but quantities such as liquid densities or
molecular hydration energies have to be addressed.
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(8) Munusamy, E.; Sedlaḱ, R.; Hobza, P. ChemPhysChem 2011, 12,
3253−3261.
(9) Lu, Y. X.; Zou, J. W.; Yu, Q. S.; Jiang, Y. J.; Zhao, W. N. Chem.
Phys. Lett. 2007, 449, 6−10.
(10) Riley, K. E.; Hobza, P. J. Chem. Theory Comput. 2008, 4, 232−
242.
(11) Duan, Y.; Wu, C.; Chowdhury, S.; Lee, M. C.; Xiong, G.; Zhang,
W.; Yang, R.; Cieplak, P.; Luo, R.; Lee, T.; Caldwell, J.; Wang, J.;
Kollman, P. J. Comput. Chem. 2003, 24, 1999−2012.
(12) Wang, J.; Wolf, R. M.; Caldwell, J. W.; Kollman, P. A.; Case, D.
A. J. Comput. Chem. 2004, 25, 1157−1174.
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Table S1: CCSD(T)/CBS interaction energies Eint of the complexes.

Filename Br...Y distance [Å] Eint [kcal/mol]

br2f_o_25.xyz 2.5 0.45

br2f_o_27.xyz 2.7 –2.13

br2f_o_29.xyz 2.9 –2.95

br2f_o_31.xyz 3.1 –2.96

br2f_o_33.xyz 3.3 –2.65

br2f_o_35.xyz 3.5 –2.24

br2f_o_40.xyz 4.0 –1.34

br2f_o_45.xyz 4.5 –0.78

br2f_o_60.xyz 6.0 –0.19

br2f_o_70.xyz 7.0 –0.09

br_o_27.xyz 2.7 –1.10

br_o_29.xyz 2.9 –2.22

br_o_31.xyz 3.1 –2.42

br_o_33.xyz 3.3 –2.23

br_o_35.xyz 3.5 –1.91

br_o_40.xyz 4.0 –1.10

br_o_45.xyz 4.5 –0.59

br_o_60.xyz 6.0 –0.07

br_o_70.xyz 7.0 0.00

br_n_25.xyz 2.5 0.11

br_n_27.xyz 2.7 –2.74

br_n_29.xyz 2.9 –3.62

br_n_31.xyz 3.1 –3.57

br_n_33.xyz 3.3 –3.15

br_n_35.xyz 3.5 –2.62

br_n_45.xyz 4.5 –0.78

br_n_60.xyz 6.0 –0.12
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Figure  S1:  Error  analysis  of  the  gas  phase  dissociation  curves  of  1-bromo-3,5-
difluorobenzene...acetone complex (Br2F_O). Mean unsigned absolute errors (MUAE) 
are plotted in green and mean unsigned relative errors (MURE) are in grey. Two charge 
sets are compared: RESP charges based on B3LYP/cc-ptvz electrostatic potential  grid 
and on HF/6-31G* electrostatic  potential  grid.  Three explicit  sigma-hole construction 
schemes are shown: two-parameter models nF and rF, and one-parameter model aF. Note 
the different color ranges of the plots.
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Figure S2: Error analysis of the gas phase dissociation curves of bromobenzene...acetone 
complex (Br_O). Mean unsigned absolute errors (MUAE) are plotted in green and mean 
unsigned  relative  errors  (MURE) are  in  grey.  Two charge  sets  are  compared:  RESP 
charges  based  on  B3LYP/cc-ptvz  electrostatic  potential  grid  and  on  HF/6-31G* 
electrostatic potential  grid. Three explicit  sigma-hole construction schemes are shown: 
two-parameter models nF and rF, and one-parameter model aF. Note the different color 
ranges of the plots.
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Figure  S3:  Error  analysis  of  the  gas  phase  dissociation  curves  of 
bromobenzene...trimethylammonia  complex  (Br_N).  Mean  unsigned  absolute  errors 
(MUAE) are plotted in green and mean unsigned relative errors (MURE) are in grey. 
Two charge  sets  are  compared:  RESP charges  based  on  B3LYP/cc-ptvz  electrostatic 
potential grid and on HF/6-31G* electrostatic potential grid. Three explicit sigma-hole 
construction schemes are shown: two-parameter models nF and rF, and one-parameter 
model aF. Note the different color ranges of the plots.
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Figure S4: Root mean square deviations (RMSD) with respect to the X-ray geometry. 
PDB codes were calculated for seven casein kinase 2 inhibitors. Three explicit sigma-
hole  construction  schemes  are  shown:  two-parameter  models  nF  and  rF,  and  one-
parameter model aF. Note the different color ranges of the plots.
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Figure S5: Root mean square deviations (RMSD) with respect to the X-ray geometry. 
PDB codes were calculated for the active sites of seven casein kinase 2 complexes. Three 
explicit sigma-hole construction schemes are shown: two-parameter models nF and rF, 
and one-parameter model aF. Note the different color ranges of the plots.
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Figure S6: Number of contacts between inhibitor bromines and protein oxygen atoms 
(xbs). The results for three explicit sigma-hole (ESH) construction schemes are shown: 
two-parameter  models  nF  and  rF,  and  one-parameter  model  aF.  Fro  comparison,  the 
number of bromine-oxygen contacts in experimental X-ray structure (X-ray) and force 
field without ESH (noESH) are provided as the insets of the last row plots.
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Plugging the explicit r-holes in molecular docking†

Michal Kolář,ab Pavel Hobzaac and Agnieszka K. Bronowska*de

A novel approach in molecular docking was successfully used to

reproduce protein–ligand experimental geometries. When dealing

with halogenated compounds the correct description of halogen

bonds between the ligand and the protein is shown to be essential.

Applying a simple molecular mechanistic model for halogen bonds

improved the protein–ligand geometries as well as halogen bond

features, which makes it a promising tool for future computer-

aided drug development.

A promising tool for computer-aided molecular design is pre-
sented. By means of molecular docking we calculated the
binding poses of a series of 92 halogenated inhibitors and
successfully reproduced the crystallographic data in 90 out of
92 instances. For the first time we incorporate into a docking
program suite a molecular-mechanical approach that correctly
describes halogen bonding. The approach is based on a mass-
less positive point charge included in addition to the halogen
atoms, which mimics the anisotropy of the charge density
around the halogen atom, known as the s-hole. We show that
this description of halogen bonding considerably improves the
reliability of the protein–ligand geometries determined by a
docking process, especially in those cases where more than one
halogen bond is established between the ligand and the active
site of the protein.

The cost of a drug being developed by a major pharma-
ceutical company is at least $4 billion, and it can be as much as
$11 billion.1 The time required for the drug development may
vary, but typically it takes from 7 to 12 years.2 Considering
that a major reason for drug failing is lack of efficacy,3 new
methods for describing the drug–target binding are actively
being sought.

Many drugs available on the market and new bioactive
chemical entities are halogenated compounds. The halogen
atoms are introduced to increase the membrane permeability
hence improving oral absorption, to fill hydrophobic cavities in
the protein binding site, to facilitate the blood–brain barrier
crossing, and to prolong the lifetime of the drug.3 Apart from
those non-specific effects, halogens were recognised as being
able to participate in a highly specific, directional, non-covalent
interaction, known as halogen bond.4,5 According to the most
recent ‘‘provisional recommendation’’ by IUPAC, it is an attrac-
tive interaction occurring between an electrophilic region of a
halogen atom and a nucleophilic region of another atom or a
molecular fragment such as a carbonyl oxygen. The strength
of the interaction increases with the atomic number of the
halogen reaching several kcal mol�1.6 Typical binding geometry
is depicted in Fig. 1a. The nature of the attraction lies, in large
part, in a so-called s-hole.7–9 Quantum chemical calculations
revealed that the charge distribution around the halogen
atom is highly anisotropic, creating a region with positive
electrostatic potential located on top of the halogen atom.

Fig. 1 (a) Geometrical features of a typical halogen bond between bromobenzene
and acetone. (b) The charge distribution around the bromobenzene molecule.
The regions of negative electrostatic potential are in blue, positive regions in grey.
The grey disc in the forefront is called s-hole.
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This positive region, the s-hole, attracts the negative lone-pair
of the Lewis base (Fig. 1b). This poses a serious challenge to
current modelling approaches, which treat halogen atoms
as having all-negative electrostatic potential, thus failing to
correctly describe the halogen-bonded systems, such as protein–
ligand complexes. It should be emphasized, though, that the
role of halogen-bonding in tuning the intermolecular inter-
actions is not limited to medicinal and pharmaceutical
chemistry. There is a growing recognition of this type of
interactions among inorganic and supramolecular chemists
in the applications of halogen-bonding in liquid crystals,
light-induced surface patterning of supramolecular polymers
and crystal engineering.10,11

Halogen bonding is described well at Hartree–Fock or DFT
levels of theory, providing at least a double-zeta basis set is
used. Semi-empirical methods fail to describe halogen bonds
as well as standard molecular mechanics. In the case of
computer-aided drug design the use of computationally cheap
methods is inevitable. Since a correct description of halogen
bonding is of such a fundamental importance, molecular
mechanical approaches correctly describing s-holes were intro-
duced by several laboratories.12–15 The essential component of
all these approaches was a positively charged, optionally mass-
less, dummy-atom, representing the s-hole. However, all these
corrections were applied to the molecular-mechanical force
fields, which require at least preliminary structural data and
which are designed to study the dynamic behaviour of systems
of known structures. So far, no improvements have been
implemented in the suites, which are designed to predict the
structure of macromolecular complexes.

Herein we applied such a concept for the first time to the
molecular docking scheme. The entity, denoted explicit s-hole
(ESH), was used in conjunction with the UCSF DOCK molecular
docking suite.16 The performance of the improved docking has
been tested on 92 protein–ligand complexes for which the
crystallographic data are available. The geometries calculated
with and without the ESH concept were compared with the
experimental geometries (Fig. 2). It should be emphasised that

the faithful geometrical representation of the protein–ligand
complexes is the essential prerequisite for any further compu-
tational investigation not only in drug design studies.

Four pharmaceutically attractive protein targets were chosen,
namely aldose reductase (ALDR), cyclin-dependent kinase 2
(CDK2), casein kinase 2 (CK2), and human immunodeficiency
virus 1 reverse transcriptase (HIVRT), since they are known to
be effectively inhibited by halogenated ligands. From the
Protein Data Bank17 a set of protein–ligand X-ray geometries
was collected (see ESI†) and their analysis revealed the
following facts: the set contained 55 chlorinated, 38 bromi-
nated and one iodinated ligand and about 55% of ligands
contained more than one possible halogen-bond donor
(i.e. Cl, Br or I). The set comprised both halogen bond com-
plexes (about 57%) as well as the complexes without any
significant halogen–Lewis base contact (43%). In some
instances, mostly in the CK2 case, two or three halogen bonds
were identified. About 85% of halogen bonds were established
with protein backbone carbonyl oxygens. No nitrogen was
involved in halogen bonds which reflects the low abundance
of nitrogen acceptors in the protein structures contrary to e.g.
advanced crystalline materials.11 All the ligands were subject to
the docking procedure, which is described in detail in the ESI†
section. The outcome of the docking was a set of geometries of
the protein–ligand complexes. For each ligand 25 highest-
ranked geometries were analysed. Although the ranking is
based on electrostatic and van der Waals interactions, and
therefore quite simplistic, it can consistently filter out non-
physical ligand orientations. The root-mean-square deviation
(RMSD) of the heavy atoms of the ligand was calculated with
respect to the X-ray geometry.

The RMSDs are summarised in Table 1. The lowest RMSD,
the highest RMSD and the average RMSD over all ligands and
all their docked orientations were calculated. By visual inspec-
tion also the correct binding poses (i.e. ‘‘native orientations’’)
were distinguished. Evidently, all the RMSD descriptors are
improved by inclusion of ESH. In other words, the geometries
predicted by including ESH outperformed those without ESH.
The most striking distinctions appear in the case of CK2, where
more than one halogen bond contributes to the binding
arrangement.

Fig. 2 The overlay of the predicted binding poses of the K17 inhibitor of casein
kinase 2 (PDB code 2OXY) with (red) and without (blue) explicit s-holes (ESH)
and comparison with the crystal structure (grey).

Table 1 Root mean square deviations (RMSDs) of heavy atoms of the ligand
calculated with respect to the X-ray experimental geometries. Natives stands for
the number of correctly identified binding poses

Lowest
RMSD [Å]

Highest
RMSD [Å]

Average
RMSD [Å]

Natives
detected

ALDR
No ESH 0.11 3.82 1.74 7/7
ESH 0.08 3.67 1.21 7/7
CDK2
No ESH 0.41 11.46 6.25 26/32
ESH 0.32 8.89 4.16 32/32
CK2
No ESH 0.83 10.17 5.76 11/16
ESH 0.09 5.22 3.21 16/16
HIVRT
No ESH 0.45 15.86 7.63 29/37
ESH 0.17 9.52 3.59 35/37
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The analysis of the lengths of the halogen bonds in protein–
ligand complexes is presented in Table 2. The effect of ESH is
emphasised by the halogen–acceptor distances, where ESH
typically provides shorter halogen–acceptor contacts than those
predicted in the absence of ESH, the shorter distances agreeing
better with the experimental geometries. Also the number of
halogen bonds established between the pose and protein is
affected by the ESH presence. In CK2 complexes, which contain
more than one halogen bond, the docking with ESH was able to
reproduce 7 of 10 complexes with the correct halogen bonds
pattern (i.e. all amino acids involved agreed with the X-ray data)
compared to 3 of 10 without ESH.

To summarise, we performed a docking study of halo-
genated enzyme inhibitors. By including a molecular mecha-
nistic model for s-hole description we obtained generally better
protein–ligand geometries than those accessed so far. It has
to be noted that due to the simplicity of the ESH model,
the improvement was reached without significant additional

computational cost which makes it promising for all future
docking studies involving halogenated compounds.
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Table 2 The lengths of halogen–acceptor contacts averaged over all protein–
ligand complexes. Items in the first column, e.g. V47(O), stand for the average
distance between valine 47 oxygen (acceptor atom) and the closest ligand
halogen. All distances are in Å

No ESH ESH X-ray

ALDR
V47(O) 3.53 3.38 3.04
T113(OG1) 3.31 3.32 3.32
CDK2
I10(O) 4.17 3.67 4.15
E12(N) 5.59 3.58 3.56
F80(ring COM) 3.91 3.85 3.43
L83(O) 7.96 3.01 2.9
Q131(O) 4.93 3.64 3.62
D145(O) 7.55 3.61 4.06
CK2
E108(O) 3.46 3.39 3.41
V110(O) 3.36 3.18 2.97
HIVRT
K101(O) 6.99 3.88 4.06
Y188(O) 4.51 4.09 3.18
F227(ring COM) 6.39 4.76 4.40
L234(O) 5.48 4.00 4.12

ChemComm Communication

D
ow

nl
oa

de
d 

by
 U

st
av

 O
rg

an
ic

ke
 A

V
 o

n 
07

 J
an

ua
ry

 2
01

3
Pu

bl
is

he
d 

on
 1

4 
D

ec
em

be
r 

20
12

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2C
C

37
58

4B

View Article Online

178



Electronic Supplementary Information (ESI) for Chemical 
Communications 
 
Plugging the explicit σ-holes in molecular docking 
 
Michal Kolář,a,b Pavel Hobzaa,c and Agnieszka K. Bronowska*d,e 
 
a Institute of Organic Chemistry and Biochemistry and Gilead Science Research Center, Academy of 
Sciences of the Czech Republic, Flemingovo nam. 2, 16610 Prague 6, Czech Republic. 
b Department of Physical and Macromolecular Chemistry, Faculty of Science , C harles U niversity in 
Prague, Albertov 6, 12843 Prague 2, Czech Republic. 
c Department of Physical Chemistry , Palacký U niversity, O lom ouc   77146 O lom ouc, C zech 
Republic. 
d Faculty of Chemistry, U niversity of H eidelberg, Im  N euenheim er Feld, D -69115 Heidelberg, 
Germany. 
e Heidelberg Institute for Theoretical Studies, Schloss-Wolfsbrunnenweg 35, D-69118 Heidelberg, 
Germany. Fax: +49 6221 533298; Tel: +49 6221 533510; E-mail: agnieszka.bronowska@h-its.org 
 
 
Materials and Methods 
 
In this work, the following protein-ligand complexes were studied: 1IEI, 1US0, 
1Z89, 1Z8A, 2IKI, 2IKJ, 2PFH, 2R3F, 1H07, 2VU3, 2R3K, 1WCC, 1PXI, 1FVT, 1H1R, 
1H08, 1H01, 2R3J , 2J9M, 2V22, 2R3Q, 2I40, 2C68, 1P5E, 3MY5, 2VTJ, 2R3R, 
2R3P, 1Y8Y, 1YKR, 3UNK, 2R3L, 2IW6, 2C69, 3LFS, 2VTR, 2B54, 2BHE, 3LE6, 
3KXH, 2OXX, 1ZOH, 3PVG, 3KXG, 1ZOG, 3KXN, 1J91, 2PVK, 2OXY, 3KXM, 2QC6, 
2OXD, 1ZOE, 3NGA, 3RPS, 1HNV, 1HNI, 3DYA, 3DLE, 3C6U, 2VG6, 1TKZ, 3MEC, 
2VG5, 1FK9, 1TL1, 1RT5, 3C6T, 1VRU, 1RT6, 3I0R, 3FFI, 3DI6, 2RKI, 1TL3, 1RT7, 
3E01, 2RF2, 1EP4, 3T19, 3DRP, 2VG7, 1TKT, 3I0S, 3DLG, 1DTT, 3R8D, 3QIN, 
3HYF, 1JLG, 2YKM, 1IKX. 

The charges of the ligands were assigned by the UCSF Chimera program 
suite[1] at the AM1-BCC level in a standard manner.[2] Then, the ESH was constructed 
as the nF model[3] as described in Kolář and Hobza:[4] the dummy atom with a desired 
positive charge was added to the halogen and the charge of the halogen was lowered 
by the same value. Hence, the net charge of the ESH-halogen pair remained identical 
as the initial halogen atom charge. None of the other atoms was modified. This model 
is well suited for high-throughput calculations since it does not require any additional 
quantum chemical calculation, once the atomic partial charges are known. On the 
other hand the effect of sigma-hole is reduced only to the vicinity of the halogen. 
Nevertheless, its performance on interaction energies was proven to be sufficient.[4] 

The ESH was added to all halogen atoms except fluorine, which is known 
not to create halogen bonds in organic drug-like molecules. [5] The ESH 
parameters (charge, ESH-halogen distance) were chosen as follows and were not 
subject of any further optimization: (0.1 e, 1.0 Å) for chlorine, (0.2 e, 1.3 Å) for 
bromine, and (0.3 e, 1.6 Å) for iodine. These parameters follow the recommendation 
in Ref. 14 and also the known features of halogens, where iodine exhibits the largest 
σ-hole and chlorine the smallest. The ESH-halogen distance was, however slightly 
shortened when compared with Ref. 14 (i.e. 1.3 Å vs. 1.5 Å for bromine). Large ESH-
halogen distance caused problems with the docking algorithm. Consequently, the 
change in improved scoring arises mainly from the improved electrostatics and also 
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from the shape complementarity between ligand and receptor (distances being 
corrected for the presence of dummy atom mimicking the sigma-hole). 

Molecular docking was performed using UCSF DOCK6.5 suite, [6] using a 
grid scoring, in an implicit solvent. The grid spacing was 0.25 Å, and the grid box 
included 12 Å beyond the ligand binding site. The energy score has been 
regarded as a sum of electrostatic and Van der Waals contributions. In the course 
of the docking procedure, the ligand was subjected to 2500 cycles of molecular-
mechanical energy minimization. The number of maximum orientations was 
5000. 
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Br O

Nahoře bromobenzen nekovalentně vázaný s acetonem. Energie potřebná k jejich odtržení 
činí přibližně 8 kJ/mol (pro srovnání: energie potřebná k roztržení vodíkové vazby dvou 
molekul vody je asi 20 kJ/mol). Dole rozložení náboje okolo molekuly bromobenzenu (vle-
vo) a 1-bromo-3,5-difluorobenzenu (vpravo). Tmavě jsou zobrazeny kladně nabité oblasti, 
světle záporně nabité oblasti. Tmavý terčík v popředí se nazývá sigma-díra.

stvo u  „plazů“, neboť dinosaurům 
příbuzní krokodýli a  ptáci o  nakla-
dená vajíčka a  vyklubaná mláďata 
pečují. Jakýkoliv přímý doklad zna-
ků a  chování u vymřelých zvířat je 
samozřejmě užitečný, hlavně když 
se nám mapování evoluce znaků 
u  žijících skupin nedaří. Občas se 
díky vzácným okolnostem zachova-
ly stopy dinosauřích stád nebo bo-
hatých společenstev savců a  ptáků 
a  nedávno se podařilo objevit ve 
Spojených arabských emirátech 14 
sloních tras dlouhých 200–300 me-
trů. Tyto fosilizované stopy jsou da-
továny do svrchního miocénu, kdy 
se tu vyskytovalo hned několik dru-
hů chobotnatců z různých rodů. Po-
čtem nalezených jedinců a  vazbou 
na otevřenější biotopy by nejprav-
děpodobnějším „pachatelem“ stop 
mohl být Stegotetrabelodon syrticus. 
Třináct ze čtrnácti tras směřova-
lo jedním směrem, což v  kombina-
ci s různou velikostí stop naznačuje 
skupinový způsob života tehdejších 
chobotnatců. Tyto trasy křižovala 
jedna trasa od mnohem většího zví-
řete, což by mohl být samec-samotář 
(a pak by sociální struktura plně od-
povídala dnešním slonům), ale moh-
lo jít i o jiný druh chobotnatce. Pro-
tože sirény a damani netvoří sociální 
skupiny typu slonů, údaje o socialitě 
slonů získané z fosilních dat se jistě 

hodí. (Biology Letters, doi: 10.1098/
rsbl.2011.1185, 2012)

Jan Robovský, PřF JU

Halogenová vazba 
aneb Popletené náboje novou 
nadějí pro medicínu

Říká se, že protiklady se přitahují. 
I  chemik, studující stavbu biomole-
kul, často použije tuto jednoduchou 
poučku, týkající se ovšem v jeho pří-
padě nabitých atomů. Od základní 
školy platí, že dva souhlasné nábo-
je se odpuzují, pokud ovšem nejde 
o zvláštní druh nekovalentní interak-
ce – halogenovou vazbu. Ta totiž ono 
tvrzení na první pohled zcela popírá.

Halogenová vazba byla objevena 
relativně nedávno, když chemikové 
studovali atomární strukturu krys-
talů halogenovaných sloučenin. Po-
mocí rentgeno-strukturní  analýzy 
vědci objevili, že halogen vázaný 
na jednu molekulu v krystalu se na-
chází velmi blízko kyslíku na vedlej-
ší molekule. Tento motiv se opako-
val s periodickou přesností, ale něco 
zde nehrálo.

Při pohledu do periodické tabul-
ky zjistíme, že halogeny (např. chlor) 
mají vyšší elektronegativitu než uh-

lík, což znamená, že halogen bude 
mít tendenci odtáhnout elektrony 
z uhlíku blíž k sobě, čímž ovšem zís-
ká částečný záporný náboj. Není ta-
jemstvím, že kyslík je taktéž elektro-
negativnější než uhlík, a  proto má 
částečný záporný náboj podobně ja-
ko halogen. Jak je tedy možné, že se 
v  krystalické látce halogen a  kyslík 
vyskytují tak blízko sebe? Naše úva-
hy nás přece vedou k závěru, že by se 
tyto záporně nabité atomy měly po-
dle Coulombova zákona odpuzovat.

Právě analýza krystalů dokázala, 
že tomu tak není a molekuly nejenže 
se neodpuzují, ony se naopak smě-
le přitahují. Důvodem je tzv. σ-díra. 
Přesné kvantově-chemické výpočty 
ukázaly, že halogen sice díky vyšší 
elektronegativitě elektrony přitáhne, 
ale zjednodušeně řečeno je neroz-
místí symetricky kolem sebe, nýbrž 
do jakéhosi prstýnku (viz obrázek, 
spodní část). Kromě prstýnku tak 
vznikne i místo s kladným nábojem 
na špičce halogenu a  tento kladný 
náboj si už se záporným nábojem 
blízkého kyslíku zcela rozumí (viz 
obrázek, horní část).

Toto vysvětlení přišlo na začátku 
21. století, ale přineslo nový pohled 
i na studie sto let staré. Vždyť první 
zmínka o  nekovalentní vazbě mezi 
halogenem a elektronegativním ato-
mem se objevila již v roce 1863 v prá-
ci jistého Fredericka Guthrie, který 
studoval komplexy amoniaku s  jó-
dem. V  druhé polovině 20. století 
se začaly objevovat krystalické ma-
teriály, k jejichž struktuře halogeno-
vá vazba významně přispívala. Mi-
mo krystalické materiály byl tento 
typ nekovalentní interakce objeven 
i v několika desítkách protein-ligan-
dových komplexů. Například recep-
tor jodovaného hormonu thyroxinu 
využívá hned několika halogeno-
vých vazeb k tomu, aby hormon do 
svého aktivního místa efektivně na-
vázal. Současná medicinální che-
mie proto k halogenové vazbě upírá 
značnou pozornost.

Za povšimnutí stojí několik jejích 
pozoruhodných vlastností. Přede-
vším: halogenová vazba je velmi 
směrová (obdobně jako vodíková 
vazba) a  její síla roste s  atomovým 
číslem příslušného halogenu, tedy 
v  řadě Cl<Br<I. Fluor na organic-
kých molekulách nevykazuje σ-díru 
a halogenovou vazbu proto obvykle 
netvoří. Mimo to je kvalita haloge-
nové vazby do jisté míry „laditelná“. 
Velikost σ-díry, tj. jejího kladného 
náboje, je totiž nastavitelná chemic-
kým okolím halogenu, především 
pozicí dalších elektronegativních 
atomů, např. fluoru (viz obrázek, 
spodní část). Ne náhodou obsahuje 
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až 40 % v současnosti studovaných 
léků některý z  halogenů a  existuje 
opodstatněná naděje, že účinnost 
těchto léků lze hrou s σ-dírou ještě 
zvýšit.

O  aktuálnosti tématu halogeno-
vé vazby svědčí fakt, že členové aso-
ciace IUPAC vedou od roku 2010 
jednání o přesné definici této neko-
valentní interakce. To, že stále nedo-
spěli k uspokojivému závěru, může 
naznačovat, že náboje popletly hla-
vu i jim. Michal Kolář, 

ÚOChB AV ČR a PřF UK

Jak moc zvláštní je 
kormorán galapážský?
Galapážské ostrovy jsou proslave-
nou přírodní laboratoří, která znač-
nou měrou přispěla k  formulaci 
evoluční teorie Charlese Darwina. 
Hostí vskutku pozoruhodné tvory 
– třeba obrovité želvy, mořského le-
guána, „pěnkavy“ a jiné pěvce snad 
se všemi možnými variacemi zobá-
ků a  velikostí, tučňáka (Galapágy 
leží na rovníku, ale až sem zasahu-
je chladný Humboldtův/Peruánský 
proud) nebo nelétavého kormorá-
na. Poslední jmenovaný není zrov-
na typickým zástupcem své skupi-

ny, neboť má kratičká křídla, což se 
v kombinaci s větší váhou promítlo 
ve ztrátě jeho letových schopností. 
Z  kormoránů vybočuje i  sekvenční 
polyandrií, což znamená, že samice 
mezi sebou bojují o  samce, s nimiž 
zakládají postupně několik snůšek. 
Každý z několika samců se o vajíčka 
stará a posléze vychová i vylíhnutá 
mláďata. Dodejme, že jde o druh po-
měrně vzácný s asi 1400 jedinci (od-
had z  r. 2006). Pro jeho odlišnosti 
mu byl některými zoology vymezo-
ván samostatný rod Nannopterum, ji-
ní v něm spatřovali jen výrazně změ-
něného kormorána r. Phalacrocorax, 
do kterého patří třeba evropští kor-
morán velký a k. malý. Molekulárně-
-fylogenetické zhodnocení kormorá-
na galapážského potvrdilo dru hý 
pohled, neboť je blízce příbuz ný 
americkým kormoránům r. Phala
crocorax, kormoránu ušatému (P. au
ritus) a k. subtropickému (P. brasili
anus). Od nich se odštěpil před asi 2 
mil. let, je tedy podobně starý jako 
předek proslavených galapážských 

„pěnkav“ (2,3 milionu let), mladší 
než tučňák galapážský (4 miliony 
let) a  výrazně starší než káně gala-
pážská (300 tisíc let). Tato datace 
otevírá zajímavou otázku, kam pra-
kormorán dorazil, neboť ačkoli dnes 
žije na ostrovech Isabela a Fernandi-

Kormorán subtropický (Phalacrocorax 
brasilianus), snímek © Stanislav Vaněk.

na, Isabela se objevila před 500–800 
tisíci lety a Fernandina teprve před 
70 tisíci let. Možná na západní čás-
ti ostrova Santa Cruz, který se zfor-
moval asi před 2,2–2,3 milionu let… 
(Molecular Phylogenetics and Evo-
lution 53, 94–98, 2009)

Jan Robovský, PřF UK

neobvyklý metabolismus
Olavius algarvensis je máloštětina-
tec čili živočich ze stejné skupiny ja-
ko třeba žížala nebo nítěnka. Žije 
ve dně pod porosty mořských trav 
nedaleko italského ostrova Elba. Je 
to prostředí velmi chudé na živiny. 
Olavius nemá trávicí soustavu, pro-
to hostí pod pokožkou svého těla 
pět druhů symbio tických bakterií, 
které ho de facto živí.

Společenstvo máloštětinatého čer-
va spolu s  bakteriemi má velmi ne-
obvyklý metabolismus a  několik 
dalších unikátních vlastností, které 
odhalujeme teprve v současné době. 
Ústředním systémem je dosud ne-
popsaná metabolická dráha. Živiny 
získávají bakterie z  odpadních pro-
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